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Our mission is to deliver solutions that reduce incident response investigation times
through unparalleled forensic-level visibility, automation, speed, and collaboration

at scale.
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XDR Forensics Platform

XDR Forensics is an Automated Investigation and Response platform offering the
most comprehensive feature set for remotely acquiring 698 types of digital
evidence in just minutes.

Welcome to XDR Forensics's Documentation

This Knowledge Base will guide you through all the features of XDR Forensics.

What is XDR Forensics? >
Terminology >
Architecture >
Network Communication >
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What is XDR Forensics?

Automated Investigation and Response platform

XDR Forensics is an Automated Investigation and Response platform that delivers
deep forensic visibility and end-to-end investigation capabilities at speed.

XDR Forensics combines the rapid remote acquisition of 698 evidence types with
intelligent, efficiency-driven automation to drastically reduce investigation time,
simplify workflows, and empower SOC and incident responders with accurate,
collaborative insights, thereby boosting long-term cyber resilience.

XDR Forensics further accelerates investigations through DRONE—a powerful suite
of integrated analyzers that automatically assess collected evidence. DRONE's
findings across multiple assets are consolidated and visualized in a single pane of
glass: the XDR Forensics Investigation Hub.

XDR Forensics will perform simultaneous triage on thousands of assets using
YARA, Sigma, and osquery rules.

XDR Forensics protects employee privacy with targeted collections when required.
It also captures the 'forensic state' of multiple assets and presents this information
in an Investigation Hub.

The Investigation Hub serves as an all-encompassing, user-friendly DFIR
intelligence resource. This unifying Investigation Hub consolidates Acquisition and
Triage data from all assets, presenting it in an easily digestible format. It also
integrates DRONE analyzer findings through intuitive graphical visualizations,
thereby identifying the most critical machines that warrant further immediate,
focused investigation or remediation. The Investigation Hub streamlines the
investigative process by:

* Providing actionable findings to prioritize and guide investigators,
e Offering comprehensive listings of all evidential artifacts,
* Including a range of advanced filtering options, and

* Featuring a powerful global search capability.
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The XDR Forensics platform integrates with your existing SIEM, SOAR solutions, and
many EDR products. This is done via Webhooks and an open API that empowers
analysts to automate the response phase of IR.

So, all forensic collections can be scheduled, automated, remote, and scalable.

With evidence hashing, AES256 encryption, and RFC3161 time-stamping, the Chain
of Custody for evidence handling by XDR Forensics is completely secure.

Other key features include our patent-pending Baseline Comparison technology.
This allows you to be more proactive and focused in the way you target your
efforts. Here, you can compare acquisitions against one another and easily identify
additions, changes, and deletions to key system areas often exploited by attackers.

XDR Forensics helps you cut through the noise of security data with live YARA,
Sigma, and osquery scanning combined with rapid keyword searching, automated
post-acquisition analysis, and Event Scoring.

These features all combine to enable most digital forensics investigations to be
concluded in less than 4 hours - which is a dramatic improvement over what is
commonly achieved today with other solutions.
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Terminology

A brief overview of XDR Forensics terminology

Acquisition Profile

A collection of evidence types, application artifacts, network captures, and custom
content items grouped into reusable sets known as Acquisition Profiles. While
several profiles are provided out of the box, users can also create and customize
their own, adding them to the Acquisition Profile Library, accessible via the Main
Menu.

XDR Forensics Console

The XDR Forensics Console is a web-based management interface that enables
users to efficiently manage assets, assign tasks, and oversee the entire
investigation lifecycle. From evidence acquisition to in-depth analysis, report
generation, and case management, all activities are streamlined through the
Investigation Hub. Users can also personalize their experience by switching
between light and dark modes via the main menu, enhancing usability and visual
comfort.

Asset and Asset Status

In XDR Forensics, an asset is defined as any entity, whether a device or system,
physical or virtual, that operates on a supported operating system such as
Windows, macOS, Linux, Chrome, IBM AlX, and ESXi. Assets are the foundational
elements on which XDR Forensics performs various actions, including evidence
collection and task execution, crucial for responding to and hunting cyber threats.
Examples of assets include computers, servers, hosts, cloud accounts, and disk
images.
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In XDR Forensics, an Asset can be in one of 3 states:

1. Managed: The asset's responder has been successfully deployed to the device
and is ready to collect tasking assignments from the console.

2. Unmanaged: An asset is categorized as Unmanaged under two specific
conditions:

¢ Discovery without Deployment: The asset is identified through Active
Directory or Cloud Account scans, but does not have the XDR Forensics
responder installed.

¢ Unreachable with No Data: The asset has been disconnected from the XDR
Forensics console for over 30 days (Unreachable), and no forensic data
from that asset is stored in the XDR Forensics console.

3. Off-Network: An asset is classified as Off-Network under two specific
scenarios:

e Data Supplied: The asset has previously provided data through methods
such as an Off-Network Acquisition or a Triage task.

* Unreachable with Stored Data: The asset holds forensic data within the
console but is currently inaccessible for further data collection or task
assignments.

For both scenarios, investigation of the existing data is possible, and additional
data can be manually imported as required.

The Assets Summary window on the home page can also report the asset as:

1. Unreachable: The asset's responder is currently unreachable. If an Asset's
Responder fails to connect to the XDR Forensics console for over 30 days, its
status changes to "unreachable." Until then, its status will be managed as online
or offline.

2. Update Required: The responder on the asset requires an update to function
correctly.

3. Update Advised: The responder is still functional, but for full functionality, an
update is recommended.

4. Isolated: The asset is currently isolated from the network, except for
communication with the XDR Forensics console.
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Asset Management - Using Persistent
Saved Filters

Persistent Saved Filters enable users to create and store custom asset filters,
making it easier to locate and manage assets without having to reapply filter
conditions in each session.

Evidence Item or Artifact?

Evidence Item:

In the context of XDR Forensics and cybersecurity generally, an evidence item
refers to data extracted from various components of a computer operating system
and associated system areas crucial for recording, managing, or operating the
system. These items often produce digital evidence that can be analyzed to
uncover details of user activity and potential security incidents or anomalies.

Artifact:

On the other hand, in XDR Forensics, artifacts are files produced by applications
during their execution. These files contain valuable information about the activities
performed by the application, including logs, configuration files, temporary files,
and other artifacts of potential interest for forensic analysis and investigation.

Evidence Repository

A remote location for saving evidence collected as a result of an XDR Forensics
tasking. These include:
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1. SMB
SFTP
FTPS
Amazon S3

Azure Blob

o o B W N

Network Shares

To create a New Repository, go to Settings in the Main Menu and select Evidence
Repositories from the secondary Menu. From the window 'New Repository'
complete the mandatory fields and select the type of repository you wish to add.

Read more details about Evidence Repositories here.

Organizations

In XDR Forensics, an organization is a structural entity that allows for the
separation of assets, users, and cases within a multi-tenant environment. The multi-
tenancy capability of XDR Forensics enables a single console to manage multiple
organizations, each with its own isolated environment. Here's how it works:

10
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1. Asset Management: An asset (e.g., a device or endpoint) can belong to only
one organization, ensuring clear boundaries between different organizational
environments. However, within that organization, the same asset can be
assigned to multiple cases.

2. Case Management: Cases could perhaps also be called 'investigations' or
'incidents’, and they are also aligned to a specific organization. Access to cases
can be restricted based on user privileges within that organization.

3. Global and Organization-Specific Settings: Certain settings, such as policies
and evidence repositories, can be configured globally across all organizations
or individually for each organization. This flexibility allows administrators to
enforce global standards while still providing the ability to customize
configurations at the organizational level when required.

4. Policies and Evidence Repositories: Policies can be applied either globally or
on an organization-by-organization basis. For example, evidence repositories,
which store collected data, can be aligned to all organizations (global) or set up
uniquely for each organization, allowing for localized data control.

This multi-tenant architecture in XDR Forensics enables organizations to operate
independently within the same platform, benefiting from both shared resources and
isolated environments, depending on their specific needs.

Real-Time User Online Status Indicators

&% Fleet Quick Start + [ (88« > D & g

Users

Users | + Add New

timy Advanced Filters

Terminology: Real-Time User Online Status Indicators
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User real-time status is shown throughout the XDR Forensics via colored dots—
green for online, gray for offline—helping teams coordinate more effectively across
the platform.

Responder

The XDR Forensics responder is a compact, cross-platform, zero-dependency, and
zero-configuration package that functions as a virtual incident responder, delivering
Level 3-4 SOC expertise directly to your assets.

Unlike 'agents' that constantly monitor systems and consume significant resources,
XDR Forensics responders only activate to perform precise, user-defined DFIR
tasks on demand. This approach enables the deployment of thousands of virtual
responders across your IT ecosystem, ready to execute proactive and reactive
incident response activities, such as evidence collection, threat hunting, and
forensic-level analysis, as needed.

XDR Forensic's approach prioritizes efficient security enhancement, marrying
minimal asset impact with maximum readiness and incident response capability.

Read more here: Responder Deployment

Task

Operations are assigned to the assets by the XDR Forensics console, either
manually or automatically via a trigger. A task can be assigned to multiple assets,
and this is managed through 'task assignments.' Each individual assignment, known
as a 'task assignment,’ creates a one-to-one correspondence between the task
assigned by the console and the specific asset on which the task assignment is
executed, ensuring precise management and tracking across all assigned tasks.

Tasks could be either:

12
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1. Manual: Assigned manually by users,

2. Scheduled: Created by users to start at a future date. Scheduled tasks can be
either one-time or recurring (daily, weekly, or monthly).

3. Triggered: Assigned to the assets as a response to a trigger request, which is
sent by a SIEM/SOAR/EDR solution.

Triggers (Webhooks)

Triggers are the primary extensibility mechanism for XDR Forensics to receive alerts
from other security suites, such as SIEM, SOAR, and EDRs.

A trigger is the combination of a parser, an acquisition profile, and a destination for
saving the collected evidence (either local or remote).

XDR Forensics takes this to the next level by allowing the trigger to further automate
the post-acquisition analysis by leveraging DRONE and MITRE&CK scanners. In
effect, the alert from your security tools can launch XDR Forensics into the
collection of relevant forensic data, facilitate the analysis of that data, and deliver
any DFIR findings into the Intelligence Hub with no analyst intervention required.

Triage

Searching for pieces of evidence such as a file hash, process, or malicious domain
at scale. XDR Forensics provides you with 'out-of-box' examples for YARA, Sigma,
and osquery, making it fast and easy to start sweeping your environment.

13
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Architecture

A brief overview of system architecture

Components

XDR Forensics is an on-premise or cloud-based, client-server solution that allows
you to remotely perform various tasks on assets such as collecting forensic
evidence and performing triage with YARA, Sigma, or osquery.

1. Management Console

Management Console is a web-based application that can be viewed from any
device with an up-to-date browser.

2. XDR Forensics Responders

Assets are connected to the management console via a lightweight "passive"

responder that can be deployed manually or via other mechanisms such as SCCM.

2.1. Passive Responder Explained
XDR Forensics responders;

* DO NOT scan anything on the asset that may cause slowdowns (e.g. your
Antivirus),

* DO NOT block anything on the asset that may cause false positives (e.g. your
DLP),

* DO NOT create any alerts that may cause "alert fatigue".

14
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XDR Forensics Responder
Architecture; overview
and performance analysis

What is an XDR Forensics responder?

The XDR Forensics Responder is a compact, cross-platform, zero-dependency, and
zero-configuration package that functions as a virtual incident responder, delivering
Level 3-4 SOC expertise directly to your assets. It interfaces with the XDR
Forensics Console to execute precise, user-defined tasks with minimal resource
consumption. This design offers comprehensive investigative coverage without the
overhead of continuous monitoring, thereby enhancing both cyber resilience and
operational efficiency.

The XDR Forensics responder maintains regular communication with the XDR
Forensics Console via what, in its simplest form, is known as HTTP polling, and
what we like to call ‘a visit'. The visit interval is typically around 30 seconds for
environments with fewer than 1,000 assets. For larger environments, the interval is
calculated using the following formula:

intervalSeconds = MANAGED_ENDPOINT_COUNT / 100

For instance, in a scenario with 5000 assets, the calculated visit interval would be
50 seconds.

The responder sends these visit requests to inform the XDR Forensics console that
it is online and ready to receive any task assignments awaiting action.

If the responder does not make a visit at the required interval, it will be shown as
offline in the XDR Forensics console.

If the responder does not make a visit for 30 days, it will be marked as unreachable.
This status will be resolved immediately once the asset is back online.

15
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If the responder does not collect a task assignment within 30 days of its creation, it
will expire and will not be actioned even when the asset reconnects and the
responder visits next.

How does the XDR Forensics responder work?

Simply put, when the XDR Forensics responder collects a task assignment from the
XDR Forensics console, it carries out the task and provides a report back to the
XDR Forensics console upon completion. On the other hand, when the XDR
Forensics responder is in an idle state, it periodically (as discussed above) sends
visit requests to the XDR Forensics console to check if any new tasks have been
assigned to it. During these visit requests, the XDR Forensics responder only
checks for task assignments and does not perform any other operations.

The XDR Forensics responder is capable of executing various tasks when assigned
by the XDR Forensics Console. These tasks include:

* Acquisition

e Triage scanning (YARA, Sigma, osquery, MITRE ATT&CK)
* |solation

* interACT sessions

e Auto Tagging

* Disk/Volume Imaging

* Investigation (Timeline)

* Baseline

* Log Retrieval

* Certificate Authority Update
* Migration

* Reboot

* Shutdown

* Update

e Uninstall

16
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() Windows Safe Mode: XDR Forensics, like most forensic tools, has limitations in Safe
Mode, where minimal drivers—including network access—restrict functionality. We're
working on a solution and hope to have a solution in XDR Forensics soon (Q12025)

Both the Acquisition and Disk Image tasks support uploading collected evidence to
external repositories, including Amazon S3, Azure Blob Storage, FTPS, SFTP, and
SMB. These tasks enable the XDR Forensics responder to securely transfer the
acquired evidence or disk images to the designated repositories for storage and
further analysis.

By utilizing the supported protocols and repositories, the XDR Forensics responder
ensures that the collected evidence or disk images are transmitted and stored
securely in the designated locations. This enables efficient storage, accessibility,
and collaboration, facilitating the management and analysis of acquired data in a
secure and scalable manner.

XDR Forensics has an option for Windows, macOS, and Linux XDR Forensics
responders to transmit evidential collections directly to external evidence
repositories, thereby efficiently minimizing the utilization of local disk space:

%5 Save Collected Evidence To Collapse
BB Windows A Linux g mac0s

Lozal

(®) Evidence Repository

Repository

Amazon 53 Amazon-

Temporary Evidence Location [] Direct Collection [ Automatically Select Velume

Binalyze\AlIR\trmp /

XDR Forensics Responder Architecture; overview and performance analysis: Tool Tip explaining
Direct Collection for Evidence Repositories

How is the XDR Forensics responder secured?

17
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The XDR Forensics responder maintains robust security by implementing a range of
measures, including:

Encrypted Traffic: The traffic between the XDR Forensics responder and the XDR
Forensics Console, as well as between the XDR Forensics responder and any
evidence repositories, is encrypted using TLS 1.2 and, if available on the server,
TLS 1.3. If neither of these two TLS protocols is available, the connection will not be
established. This ensures that data in transit is protected against interception and
unauthorized access.

Communication: The XDR Forensics Console does not initiate the sending of task
assignments to the XDR Forensics responder; rather, it is the XDR Forensics
responder that initiates the interaction by asking the XDR Forensics Console if it has
any tasking assignments ready for it to run. This approach significantly reduces the
risk of various security attacks, as it controls the communication flow and reduces
the XDR Forensics responder's exposure to external threats.

Privileged Account Usage: On macOS and Linux, the XDR Forensics responder
uses the root account, while on Windows, it uses the system account. This level of
access control makes it difficult for other users to tamper with the application,
thereby enhancing its security.

Regular Internal Penetration Testing: Before every release, our internal penetration
testing team conducts thorough penetration testing. This proactive approach helps
identify and mitigate potential vulnerabilities.

Secure Libraries and Third-Party Applications: We consistently use updated and
vulnerability-free libraries and third-party applications. This precaution in
maintaining up-to-date software components protects against known security
vulnerabilities.

Supply Chain Attack Prevention: Measures are in place to protect against supply
chain attacks, and our DevOps team continuously improves these. This is crucial to
prevent threats that could compromise the software development and deployment
process.

18
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Continuous Source Code Scanning: The source code is regularly scanned by
security tools to identify potential vulnerabilities. This constant monitoring enables
the quick identification and resolution of any security issues that arise in the
codebase.

Digital Signing: The use of digital signatures adds a layer of security, ensuring the
authenticity and integrity of our software. This helps prevent tampering and verifies
that the software has not been altered after it was signed.

Blackbox Analysis: The binary undergoes Blackbox analysis, a method of testing
the software’s external functioning without delving into its internal structure. This
type of analysis has been performed on the XDR Forensics responder. It helps in
identifying security vulnerabilities from an outsider’s perspective, providing a
critical view of the system's external defenses.

Graybox Analysis: For the XDR Forensics responder project, Graybox analysis has
been conducted. This testing method combines both the internal and external
examination of the software, providing a more comprehensive security overview.

Are databases used by the XDR Forensics responder?

Functioning like a server application, the XDR Forensics responder does not use
databases. Instead, it operates by saving reports as individual files using SQLite.
These reports are subsequently forwarded to the XDR Forensics Console. This
approach simplifies the data handling process, enabling the efficient and secure
storage and transfer of information.

What is the Cisco XDR Forensics design process?

We continuously advance our development process by implementing the SCRUM
methodology, complemented by unit and integration testing. The use of both unit
and integration testing is crucial for maintaining high-quality standards and
ensuring that each component of our product functions seamlessly individually and
as part of the whole system.

19
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Resource monitoring for the XDR Forensics responder

After the initial installation, it is normal to observe a small amount of memory being
allocated, typically around 30MB to 40MB, with no significant CPU or disk usage
during idle states. This behavior is expected and can be attributed to the necessary
resources required for the XDR Forensics responder to function correctly.

During idle states, the XDR Forensics responder remains in standby mode, pending
its next call to the Console to collect any new tasking assignments. The allocated
memory is utilized to maintain the XDR Forensics responder's core functionality and
to ensure prompt responsiveness when new tasks are assigned.

XDR Forensics Responder Architecture; overview and performance analysis: Responder
standby mode

When the XDR Forensics responder receives an acquisition task, the evidence
collection process is carried out by a subprocess called Tactical (or Incident
Response Evidence Collector on Windows). During the acquisition process, it is
normal to observe increased CPU and memory usage as the Tactical sub-process
actively collects and processes the evidence.

The increase in CPU and memory usage is a result of the intensive data gathering
and analysis performed by the Tactical sub-process. It utilizes system resources to
capture and process the required evidence efficiently, ensuring the integrity and
completeness of the collected data.

The extent of CPU and memory usage during the acquisition task may vary
depending on factors such as the size and complexity of the evidence being
collected. Once the acquisition is completed, the CPU and memory usage will
typically return to normal levels, reflecting the completion of the resource-intensive
task.

20
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(@) If you prefer to limit CPU usage during acquisition or triage tasks, you have the
option to set a CPU policy that restricts maximum CPU usage to a specified
percentage. This setting, adjustable in the XDR Forensics Console before execution,
allows you to limit CPU usage. Setting a lower percentage may extend task
completion times.

XDR Forensics Responder Architecture; overview and performance analysis: The idle state of
the XDR Forensics responder after the acquisition is complete.

A Triage task does not involve running the Tactical sub-process for evidence
collection. Instead, the Triage task is executed within the XDR Forensics responder,
utilizing its internal capabilities to analyze and evaluate the collected data.

Although the CPU usage for a Triage task is typically low, it is still possible to set a
CPU policy for the task.

XDR Forensics Responder Architecture; overview and performance analysis: CPU and Memory
Usage during a Triage Task

The log file of the running XDR Forensics responder provides valuable information
about CPU usage, memory usage, and other system resources. Here is an example
of the log entries about system and service resources:

1. INFO 2024-01-04 18:45:25+03:00 2.31.2 triage: resmon:
SysStats{GoHeapAlloc: 2.3 MB, GoHeapSys: 12 MB, NumGoroutines: 27,
NumCPU: 16% file:pkg/resmon/handlers.go:16 func:resmon.
(xLoggingStatsHandler) .HandleSysStats

2. INFO 2024-01-04 18:45:26+03:00 2.31.2 triage: resmon: PidStats{PID:
9460, Name: AIR.exe, CPU: 14.7%, AvgCPU: 25.9%, Mem: 56 MB, NumFDs: 341,
NumCPU: 16% file:pkg/resmon/handlers.go:21 func:resmon.
(xLoggingStatsHandler) .HandlePidStats

The log file for the XDR Forensics responder can be found at the following location:

C:\Program Files\Cisco\Forensics\AIR\AIR.log.txt

21
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You can navigate this path on your system to access the log file and view the
relevant information about CPU usage, memory usage, and other resources as
logged by the XDR Forensics responder during its operation.

@ These usages were observed on a system equipped with an Intel Core i7-10875H
running at 2.30GHz (with 16 processors) and 32GB of memory (Windows 10 Pro).

Similar scenarios can be observed on macOS with the built-in Activity Monitor
application. To access detailed process information, simply click on the (i) button
within the Activity Monitor.

XDR Forensics Responder Architecture; overview and performance analysis: Activity Monitor
(filtered air)

On Linux, an alternative option for resource monitoring is to use htop instead of
the built-in app top. The htop option offers enhanced capabilities and can be
installed by following these steps:

1. Open the terminal.

2. Run the command: sudo apt-get install htop (for Ubuntu/Debian-based
distributions) or sudo yum install htop (for CentOS/Fedora-based
distributions).

3. Once installed, type htop in the terminal and press Enter to launch the
application.

Using htop provides a more comprehensive and user-friendly interface for
monitoring system resources on Linux.

XDR Forensics Responder Architecture; overview and performance analysis: htop (filtered for
XDR Forensics)

Resource Monitoring with resmon
There is also a CLI tool named resmon specifically developed for internal usage. It

can be used to gather resource usage data related to the XDR Forensics responder
and its subprocesses, storing them in a local database.
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By default, resmon will monitor the XDR Forensics responder if no flags are given.
However, you can monitor other processes by providing a PID flag or a process
name flag. For more detailed information on its usage, a usage document for
resmon can be provided upon request.

The information collected by resmon is stored in a local database, which includes
numerous entries for the monitored process and its subprocesses. Due to the
abundance of entries with comprehensive details, reading and interpreting the data
can be a challenging task.

To address this, a script has been developed alongside resmon to visualize these
outputs. It displays the CPU and memory usage of the processes (including
subprocesses) monitored by resmon in a graphical format.

In the following section, we will share the resmon results as it monitored various
task assignments being executed by the XDR Forensics responder. Throughout the
tasks, resmon will continuously monitor the XDR Forensics responder and its
subprocesses, generating a comprehensive local database that captures the output
of resource monitoring.

For easy visualization, we will utilize a feature of a resmon designed to focus on
visualizing its output by presenting the CPU and memory usage in intuitive
graphical representations. These visualizations offer valuable insights into the
resource utilization of the XDR Forensics responder and its subprocesses
throughout each tasking assignment, from start to finish.

() The following scenarios were observed on a system equipped with an Intel Core i7-
10875H running at 2.30GHz (with 16 processors) and 32GB of memory (Windows 10
Pro).

Analysis of an Acquisition Task
Below, you will find two graphs illustrating the CPU and Memory usage of the XDR

Forensics responder. These graphs represent the resource utilization from the
moment an acquisition task is started through to its completion.
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XDR Forensics Responder Architecture; overview and performance analysis: Memory Usage on
an Acquisition Task

XDR Forensics Responder Architecture; overview and performance analysis: CPU Usage on an
Acquisition Task

Report Database Event Total Disk Us
Duration Size Size Record Drone Space ! s (
(Zipped) Count P P
06m29s 199KB 38KB 10091 Enabled 512 GB 176

Analysis of an Acquisition Task (with CPU limit of 50%)

In this scenario, we will examine the CPU and Memory usage of the XDR Forensics
responder while running tasks received from the XDR Forensics Console, with a
specific condition: the CPU usage of the XDR Forensics responder is limited to
50%.

(@) This limitation is possible due to the XDR Forensics responder's capability to control
and restrict its CPU utilization during task execution.

The visualized graphs provided below depict the resource utilization, explicitly
focusing on the CPU and Memory usage of the XDR Forensics responder. These
graphs illustrate the performance of the XDR Forensics responder, highlighting its
ability to effectively manage CPU allocation while executing tasks received from the
XDR Forensics Console.

/\ The script can occasionally display temporary CPU usage spikes that surpass the
process's CPU limit as a result of aggregating subprocesses.

XDR Forensics Responder Architecture; overview and performance analysis:Memory Usage on
an Acquisition Task

XDR Forensics Responder Architecture; overview and performance analysis: CPU Usage on an
Acquisition Task
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Report Datab Event Total Disk U
Duration Size Siaz: ase Record Drone SO:ce S sz

(Zipped) Count P P
06m48s 200KB 39KB 10102 Enabled 512 GB 176

Analysis of a Triage Task

Let's examine the resource usage of the XDR Forensics responder when a Triage
task is received from the XDR Forensics Console.

XDR Forensics Responder Architecture; overview and performance analysis: CPU Usage on a
Triage Task

XDR Forensics Responder Architecture; overview and performance analysis: Memory Usage on
a Triage Task

. Triage Rule Total Disk Used Disk L.
Duration CPU Limit
Type Space Space
19m33s YARA 512 GB 176 GB 100%

Analysis of a Triage Task (with CPU limit of 50%)

Similar to an acquisition task, a Triage task can also be configured with a CPU limit
for executing the XDR Forensics responder. The following graphs illustrate the
resource usage of a Triage task running with a CPU limit of 50%.

XDR Forensics Responder Architecture; overview and performance analysis: CPU Usage on a
Triage Task

XDR Forensics Responder Architecture; overview and performance analysis: Memory Usage on
a Triage Task

. Triage Rule Total Disk Used Disk L.
Duration CPU Limit
Type Space Space
27m09s YARA 512 GB 176 GB 50%
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XDR Forensics Task
Flow and Management

Introduction

In today's dynamic digital environment, managing tasks efficiently within a software
system is crucial for reliability, flexibility, and optimal performance. This guide
explores a sophisticated task management system designed to handle a wide range
of operational scenarios, focusing on task retrieval, execution, prioritization, and
system resilience against failures and network disruptions.
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Task Retrieval and Execution

The Role of the XDR Forensics Console

The XDR Forensics platform features an intuitive web-based console designed to
orchestrate and dispatch tasks to designated remote XDR Forensics responders
effectively. Serving as the nerve center for task allocation, this console guarantees
that each task is accurately assigned for execution, optimizing operational
efficiency. Within this ecosystem, assigning a specific task to a particular asset is
termed a 'task assignment,' ensuring a clear, one-to-one correspondence between
tasks and assets for precise management and tracking.

Mechanisms for Task Checking

To accommodate diverse operational needs and customer network policies, the
system employs two primary mechanisms for task checking:

1. Regular Interval Checks: Tasks are checked at predefined intervals, which can
be dynamically adjusted based on the system's current configuration and
operational demands.

2. The NATS Protocol: For immediate task fetching or near real-time
communications with assets, the system incorporates a specialized protocol
named "NATS." This protocol is designed to bypass the standard checking
intervals, allowing for urgent tasks to be retrieved and executed with minimal
delay

() XDR Forensics does not use TLS for NATS traffic because no sensitive data is
transmitted over it. NATS is only used to send a lightweight “ping" message when the
XDR Forensics Console assigns a task to a Responder. After receiving this signal, the
Responder immediately connects back to the XDR Forensics Console over HTTPS
(port 443) to securely download the full task details

Task Checking Intervals
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Task-checking intervals are not static; they vary dynamically from seconds to
hours, influenced by the system's configuration. This flexibility ensures the system
can adapt to changing workloads and priorities efficiently.

Task Prioritization and Execution Order

Prioritization of Critical Tasks

Certain tasks, such as "cancel tasks," receive priority in the execution queue. This
prioritization is crucial to prevent delays in the cancellation process, ensuring tasks
are halted promptly when required.

Execution Order and FIFO Queue Model

The system employs a first-in, first-out (FIFO) queue model for task execution. This
model ensures that tasks are processed in the order received, with special
consideration given to tasks that might block or delay subsequent operations
unnecessarily.

Handling of Failed Tasks and Network Disruptions

Tasking Assignment interruptions

If a Tasking Assignment has been collected by the Responder but is interrupted
before the completion of collection, triage, or analysis, the task will not resume
where it left off. Instead, this interruption will result in a task failure. Such failures
are automatically recorded within the console's tasking details.

When this occurs, the status of the task in the XDR Forensics console will reflect
the failure, and it will be necessary to manually restart or initiate a new task to
ensure that the intended data collection and analysis are completed. This approach
ensures clarity and accuracy in managing task assignments, even in cases of
unexpected interruptions.
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Retry Mechanisms for File Uploads

For tasks that require file uploads, such as uploading to an evidence repository, the
system includes built-in retry mechanisms. These mechanisms are activated to re-

attempt uploads if network issues interrupt the process. The number of retries and

the specific procedures for handling these retries vary depending on the task type

and the destination of the file.

Additionally, if "direct collection" is enabled for an acquisition task and a failure
occurs, the user must restart the acquisition process from the beginning. This
ensures that all necessary data is properly collected without partial or corrupt files.

Data Purging and Task Cancellation

A specialized "purge local" task type exists for efficiently cleaning up local data
related to completed or failed tasks. This function is crucial for maintaining optimal
disk space utilization and efficient system resource allocation.

System Flexibility and Customer Policies

This guide emphasizes the importance of a flexible system that can adapt to
diverse customer policies, including specific network configurations and security
requirements. The choice of protocols and mechanisms for task management is
influenced by these diverse operational needs.

Documentation and System Improvements

Continuous improvement is a cornerstone of system development. The commitment
to updating documentation reflects ongoing efforts to refine task management
processes and system functionalities based on operational insights and technical
advancements.

Technical Implementation Details
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The guide offers an in-depth examination of the system's technical underpinnings,
including the utilization of the "NATS" protocol, dynamic adjustment of task-
checking intervals, and the logic behind task prioritization and queue management.
These details offer a comprehensive understanding of the system's operational
logic and its capability to handle various scenarios efficiently.

Conclusion

Efficient task management is pivotal in ensuring the reliability and performance of
software systems. Through innovative mechanisms, such as the air console and
NATS protocol, alongside dynamic task-checking intervals and a robust FIFO queue
model, the system outlined in this guide represents a state-of-the-art solution for
managing tasks in complex software environments. The emphasis on flexibility,
resilience, and continuous improvement underscores the system's readiness to
meet the evolving demands of modern digital operations.
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Network Communication

How do assets communicate with the console?

How Do Assets Communicate with the Console?

All routine communication between assets and the XDR Forensics console is
initiated by the assets—they do not receive incoming requests from external
sources. Communication occurs through various protocols and channels:

Primary Communication Channels

e HTTPS (TCP 443) — The main communication channel from assets to the

console (e.g., <tenantname>.cisco-<region>.binalyze.io ).
* WebSocket over HTTPS (TCP 443) - Used for interACT features.

* NATS (TCP 4222) (Optional) - Supports real-time task pushes to assets. If this
port is unavailable, XDR Forensics defaults to HTTP(S) polling for task retrieval.

* DNS (UDP/TCP 53) — Required for name resolution services.

External Communication

e HTTPSto <tenantname>.cisco-<region>.binalyze.io - Used for responder
updates and installation packages. If the CDN is unavailable, the XDR Forensics
console acts as a fallback source.

Evidence Repository Communication (When
Configured)

* Cloud Storage: HTTPS communication to services like Amazon S3 and Azure.

* Traditional Storage: Supported via SFTP, FTPS, or SMB.

Proxy Support
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If a proxy is configured in your environment, assets can communicate using:

o HTTP
o HTTPS
* SOCKS5
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Cloud Forensics

Investigators and analysts can use the XDR Forensics platform to conduct
investigations on machines located in cloud platforms. Our platform supports
cloud-based virtual machines, as well as on-premise and off-network devices.
Investigators and analysts can install responders on virtual machines located on the
cloud infrastructure for investigations and analysis. Amazon Web Services and
Microsoft Azure are both supported.

Cloud Forensics: Tornado

We understand the unique challenges of investigating cloud-based attacks, such as
Business Email Compromise (BEC). That's why we have introduced the Tornado
preview version, a standalone desktop application designed to simplify evidence
collection from Google Workspace and Microsoft Office 365. Learn all about
Tornado here 7.

Investigators and analysts can easily and quickly deploy responders to their cloud
assets and immediately initiate investigations, compromise assessments, and
threat-hunting activities. By leveraging the automation advantages of cloud
platforms, users can easily deploy multiple responders using a single authorized
cloud platform account.

After adding the authorized account to the Console, it enumerates the cloud
platform to discover and list assets. Then, investigators and analysts can deploy
responders to individual or multiple cloud assets with one click.

Add Authorized User

Since different cloud platforms utilize distinct identity and access management
infrastructures and employ different working mechanisms, their requirements may
vary; however, ultimately, all we need is an authorized account with list and control
permissions on cloud assets.
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Investigators and analysts can add a cloud account to the Console by using the
Assets page:

1. From the Main menu, select Assets
2. Click Add New and click Cloud Account

3. Then click the Add Account button according to the cloud platform you want to
add on the appearing Cloud Platforms window

The configurations that need to be performed according to the cloud platforms are
listed below.

Amazon Web Services Compute EC2

Either of the two methods mentioned above will redirect investigators and analysts
to similar pages, allowing them to enter their account details. They can either enter
their existing account details, which are given below, or use the cloud formation link
provided by XDR Forensics to create a new account with enough permissions.

(@) Account Name: Optional field.
Access key ID: Mandatory field and it must be filled with the value provided by AWS

Secret access key: Mandatory field and it must be filled with the value provided by
AWS

Organization: Mandatory field and it must be selected from the Organization created
on the XDR Forensics console. Every cloud account can be assigned to only one
organization.

Cloud account needs the following permissions to deploy virtual machines XDR
Forensics responder.

® arn:aws:iam::aws:policy/AmazonEC2ReadOnlyAccess
arn:aws:iam::aws:policy/CloudWatchAgentServerPolicy
arn:aws:iam::aws:policy/AmazonSSMManagedIinstanceCore
arn:aws:iam::aws:policy/AmazonSSMDirectoryServiceAccess
arn:aws:iam::aws:policy/service-role/AmazonSSMMaintenanceWindowRole
arn:aws:iam::aws:policy/AmazonSSMReadOnlyAccess ssm:CancelCommand
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The creation of an AWS Account with sufficient permissions flow is explained
below.

1. Click on the URL and Create an Account
Open AWS Console - IAM - Users

Select the User - Security Credentials - Create Access Key

» WD

Fill out the Account Details Form

Microsoft Azure Virtual Machines

Either two different ways mentioned above will redirect investigators and analysts to
similar pages allowing them to enter account details. They can either enter their
existing account details, which are given below or create a new account with
enough permissions.

(@) Account Name: Optional field.

Application (client) ID: Mandatory field and it must be filled with the value provided by
Azure

Subscription ID: Mandatory field and it must be filled with the value provided by Azure
Tenant ID: Mandatory field and it must be filled with the value provided by Azure

Key (Client Secret): Mandatory field and it must be filled with the value provided by
Azure

Organization: Mandatory field and it must be selected from the Organization created
on the XDR Forensics console. Every cloud account can be assigned to only one
organization.

Cloud accounts need the following permissions to deploy the virtual machine
responder.

@ Reader VirtualMachine Contributor

The creation of an Azure Account with sufficient permissions flow is explained
below.
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1. Azure portal - App Registrations - New Registration
Assign required roles to the new app registration for the subscription
App Registrations - Open the created App Registration

Certificates & Secrets - Create a new client secret

a b 0D

Fill out the Account Details Form

Google Cloud Platform

Coming soon

Synchronization and Enumeration

The Console immediately starts to enumerate the cloud platform and retrieves the
assets list and asset details after the cloud account is added. It discovers the assets
depending on the permissions and authorizations of the cloud accounts. All
discovered assets will be shown under the Amazon AWS category under the
associated organization.

The assets and their details are shown on the right side of the Secondary Menu in
the Assets page as a list. Assets in which the XDR Forensics responder is deployed
are shown in blue, and the assets in which the XDR Forensics responder is not
deployed are shown in grey in that list.

@ If investigators or analysts do not sync the cloud account manually, XDR Forensics
Console automatically syncs in 30 minutes and updates the asset list.

Responder Deployment

All deployment actions are considered tasks by the XDR Forensics Console and
listed under the Tasks as responder Deployment tasks. Therefore, all responder
deployment actions and their status can be seen on the Tasks list.
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The primary advantage of responder deployment in a cloud platform is automation.
Analysts and investigators don't need to choose the operating systems and their
versions. They only assign deployment tasks to the associated devices, and all
deployment processes are performed quicker and easier automatically.

Investigators and analysts can deploy responders to cloud assets by using the
Endpoint page:

1. From Assets in the Main Menu: All cloud assets are listed here in the Secondary
Menu. Investigators and analysts can search, filter and see the details of the
assets on this page.

2. Investigators and analysts can deploy the responders individually, with multiple
selections or all of them with one click.

a. Individual deploy: Click the assets and then click the Deploy button

b. Multiple selections: Select the assets in the list by clicking a checkbox at the
beginning of the asset line. Then Actions button immediately appears at the
top of the page. Click Deploy Responder the under the Actions menu.

c. Deploy to All Assets: Click the three-dot on the right side of the Amazon
AWS or Tag, which includes associated cloud assets. Then click Deploy
Responder
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Setup

XDR Forensics setup instructions

Cisco XDR Forensics Knowledge Base
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Responder

Installation of the XDR Forensics Responder on your assets is managed via the

Assets button in the Main Menu:

dd Any New Organization v Q searchinall AIR & Fleet Quick Start v Q 9 g
= Assets < Asset
~ Assets
() v All Assets
0
o 4 puters @ Deploy Responder & Cloud Account X Off-Network
9 v Preset Filters
C Managed 0
Isolated 0
@ + Deploy your first Responder ’ + Add your first Cloud Account ’ + Add your first Off-Network
Unreachable 0
a. Update Required 0
Update Advised o
Wl

Responder Deployment: Assets button in the Main Menu

The XDR Forensics Responder installer is a zero-configuration package that
contains the console address already embedded in it.

You can deploy the XDR Forensics Responder in multiple ways:

1. Downloading an installation package (Windows, macQOS, Linux, Chrome, and
ESXi)

Copying a PowerShell Command (Windows)
Copying a CURL Command (macOS and Linux)
Copying a WGET Command (macOS and Linux)
Downloading a PowerShell Script (Windows)
Downloading the Asset installer (macOS and Linux)

Manual installation via Active Directory/SCCM.

® N O A ® N

Generation of a shareable Deployment Link (Windows, macOS, Linux, Chrome,
and ESXi)
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() The cards below show the default location paths for the XDR Forensics Responder:

Windows macOS
C:\Program Files\Cisco\Forensics\AIR /opt/cisco/forensics/air
Linux

//opt/cisco/forensics/air

In the sections that follow, we will look at the deployment of XDR Forensics
Responders to Windows, Linux, and Mac operating systems.

The XDR Forensics Responder is a 'zero-config' deployment, as the file name has
all the information you need for quickly deploying a Responder.

This level of detail in the filename provides all the information needed as a digitally
signed binary - this prevents issues with security solutions, and to date, not one
issue has arisen.

The file name example shown here has 4 main components:

AIR.Responder_2.38.7_air-demo.ACME.com_176_9df51c56a73341f4_386_.msi

1. 2.38.7 - is the Responder version number.

2. air-demo.ACME.com - is the address of the console with which the Responder
will be communicating

3. 176 - is the console's internal organization number ID.

4. And the apparently random mixture of letters and numbers, 9df51c56a73341f4,
is the - Deployment Token.

5. 386 - describes the processor architecture of the machine on which the
Responder will run.
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There are multiple ways of deploying the responder, all of which are designed to be
quick and scalable. Let's take a look at the different ways in which you can deploy
the XDR Forensics Responder to your assets:

From the Main Menu, select 'Assets' and then 'All Assets' from the Secondary
Menu. Now you will see the page name 'Assets' and next to that is the Action
Button, which for the Assets page is labeled '+ Add New.'

When this '+ Add New' button is selected, three deployment options are offered in
a drop-down menu:

Assets < SESEt
Assets BREEELEY
v All Assets 7
Computers 39 CJ Deploy New :d Filters
Disk Images 19 ¢ Cloud Account
N, Off-Network
> Cloud 13
& @ Disklmage £ Disklmag - Managed
Tags 24
&= 06winserver2012_20: [ Disklmag - Managed
v Preset Filters
Managed 1 & nps-2008-jean £ DiskImag - Managed
Isolated 1
= 0O6winserver2012_20. [ DiskIlmag - Managed
Unreachable 29
Update Required 0 ] mac0S-001 & macos Managed

Responder Deployment: Three deployment options for adding XDR Forensics Responders to
assets.

Each one of the options will present the user with a wizard that will walk through the
options needed for the chosen deployment method:
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1. Deploy New - For assets that are attached to a network that is visible to the
XDR Forensics console

2. Cloud Account - For assets that reside in AWS EC2, and Virtual Machines in
Microsoft Azure.

3. Off-Network - To generate triage and collection packages for assets that are
not connected to a visible network.

Deploy Responder to New Asset Wizard

1. When you choose 'Deploy New', you'll be prompted via a wizard to determine if
the Responder should establish a direct connection to the XDR Forensics
console or if utilizing a Relay Server connection would be more suitable for your
environment. Relay Server is explained here. 7

New Asset
©)

Choose a Connection Route

-

Select a connection route
@ Direct connection to the AIR Console

Relay Server Connection

Next Step >

Responder Deployment: Select a connection route
2. The second step of the deployment wizard offers distinct deployment options

for all currently supported network-attached operating systems: Windows,
Linux, and macOS.
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New Asset

© ®

Choose a Connection Route Choose a Platform

Windows (MSI) Linux (DEB) Linux (RPM) mac0S (PKG) Chrome ESXi IBM AIX

Quick Deployment (Suggested)

LI
1]
Manual Deployment

& Download MSI | v
1. Download the Asset Installer

See Supported Versions

@ Copy PowerShell Command & Download PowerShell Script

OR

2. Install Assets Manually or via Active Directory /| SCCM. @
Download Release Certificate

3. Youcan then manage the asset by visiting Assets
Fi

OR

Off-Network Task

»% Acquire & Triage

Share https://air-demo.binalyze.com/#/shareable-deploy?token=8df

£ Prev Step

Responder Deployment: Choose Platform

Windows PowerShell Command:

* The command varies based on the Organization affiliation. An example
PowerShell command to copy is provided below:

[System.Net.ServicePointManager]::ServerCertificateValidationCallback =
s$truet

(New-0Object System.Net.WebClient).DownloadFile("https://aizx-
demo.ACME.com/api/endpoints/download/0/deploy/windows?deployment-
token=d297145XXXXXXXX" , "$PWD\deploy-responder.psl")
.\deploy-responder.psl
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/N\ This command is specific to your console address and Organization.

Windows PowerShell Script:

* This script can be downloaded from your XDR Forensics Console. Ensure you
select or are working in the appropriate Organization before downloading.
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<it

2022-2024 (c) XDR Forensics

XDR Forensics Responder Powershell Script for Windows

PLEASE DO NOT EDIT! This file is automatically generated at 2024-05-
02T13:49:58

VERSION 2.39.9

>

<it
.SYNOPSIS

This script installs the XDR Forensics Responder using given
parameters or default values are used.

This script requires administrator privileges!

MSI file is temporarily stored in %LOCALAPPDATA%\Cisco\Forensics\air

.DESCRIPTION

Powershell script to deploy the XDR Forensics Responder.
.PARAMETER Version

The version of the XDR Forensics Responder to be deployed.
.PARAMETER ConsoleAddress

The address of the XDR Forensics Console without https:// prefix,
only domain address.
.PARAMETER OrganizationId

The organization id to register the XDR Forensics Responder.
.PARAMETER DeploymentToken

A Valid deployment token to deploy the XDR Forensics Responder.
.PARAMETER ConnectionRouteID

Set Connection Route Id for the XDR Forensics Responder.
.PARAMETER ConnectionRouteAddress

Set Connection Route Address for the XDR Forensics Responder.
.PARAMETER AllowInsecureTlsVersion

Allow insecure TLS version for the XDR Forensics Responder.
>

Param ([string]$Version="2.39.9",
[string]$ConsoleAddress="air-demo.ACME.com",
[string]$0rganizationId="0",
[string]$DeploymentToken="d297145dXXXXXXXX" ,
[string]$ConnectionRouteID="4%$.AIR_CONNECTION_ROUTE_ID}%",
[string]$ConnectionRouteAddress="

i3 .AIR_CONNECTION_ROUTE_ADDRESS%%t",
[switch]$AllowInsecureTlsVersion)

$downloadDir = "$env:LOCALAPPDATA\Cisco\Forensics\air

Remove-Item $downloadDir -Force -Recurse -ErrorAction Ignore
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New-Item -Path $downloadDir -ItemType Directory
Push-Location
Set-Location -Path $downloadDir

$arch = "386"
if ([Environment]::Is64BitProcess) 3
$arch = "amdé4"

if ($ConnectionRouteID -like '{x') %
$ConnectionRouteID = ""

%
if ($ConnectionRouteAddress -like '$%') {
$ConnectionRouteAddress = ""

$fileSuffix = ""

if (&CAnnart+innRPant+aTh) §

SCCM Deployment for Windows Responder:

e [If you prefer, the Windows responder can be deployed using SCCM with the
following command:

msiexec /i AIR.responder_2.24.2 air-demo.ACME.com_0_d297145XXXXXXXX_.msi
/qn /norestart

For a silent installation you can use the following command:

msiexec /i AIR.responder_2.26.4_air-
demo.ACME.com_176_9df51c56XXXXXXXX_.msi /gn /norestart

/\ These commands are specific to your console address and Organization.

Windows Responder MSI Download:

* The MSI for the Windows Responder can be downloaded directly from the page,
as depicted in the screenshot below:
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Windows (MSI) Linux (DEB) Linux (RPM) macOS (PKG) Chrome ESXi

Quick Deployment (Suggested)

.. { (® Copy PowerShell Command ] { & Download PowerShell Script

OR

f Y Manual Deployment
&L Download MSI | v

1. Download the Asset Installer

& Download 64 bit L] . . .
2. Install Assets Manually or via Active Directory / SCCM. ;)
& Download 32 bit L]

\, / 3. You can then manage the asset by visiting Assets

A Please Do Not Change the Filename

OR
Off-Network Task

{ »& Acquire } [ @ Triage ]

Share https://air-demo.binalyze.com/#/shareable-deploy?token=9df51c56a73341f4

Responder Deployment: MSI Download

Shareable Deployment Link for
Windows/Linux/macOS:

IBM AIX

L]

¢ All three operating systems support the Shareable deployment link available in
the console. This method is often the most straightforward—simply share the
link with your client, allowing them to download and install the Responder. An

example link is shown below:

https://air-demo.ACME.com/#/shareable-deploy?token=d297145dXXXXXXXX

macOS and Linux Deployments:
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* Unlike Windows, macOS and Linux do not utilize PowerShell commands or
scripts. Instead, they can employ CURL or WGET commands. Alternatively, you
can use the Shareable deployment page link mentioned above.

Example of CURL deployment command:

sudo curl -kfsSL "https://air-
demo.ACME.com/api/endpoints/download/176/deploy/darwin?deployment-
token=9dE51c56XXXXXXXX" | sudo sh

Example of WGET deployment command:

sudo wget --no-check-certificate -0- "https://aiz-
demo.ACME.com/api/endpoints/download/176/deploy/darwin?deployment-
token=9dE51c56XXXXXXXX" | sudo sh

/\ These commands are specific to your console address and Organization.

Granting Full Disk Access for Responder on
macOS

For macOS, the user/administrator must allow Full Disk Access (FDA) to the XDR
Forensics Responder for it to have full access to the disk for collections.

Open "System Settings - Privacy & Security = Full Disk Access"

Toggle the switch 'on' to enable Full Disk Access for the XDR Forensics Responder.

After installing a responder on macQOS, users will need to grant Full Disk Access
permission. To guide users through this process, a pop-up will appear after
installation stating: "Allow XDR Forensics to access files on your disk. Open System
Settings > Security & Privacy > Full Disk Access to grant permission to "XDR
Forensics".
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If Full Disk Access permission is not granted when starting any Acquisition, this will
be shown in the Acquisition logs:

[} Document Revisions can not find any database file
v Task Logs
Task Logs - [} Application Usage macOS full disk access is disabled
[} Transparency, Consent, and Co...  destinationFiles is empty
Tcc 0
Unified Logs 3413 (=] Bluetooth Connections macOS full disk access is disabled
(e} System Full disk access is not enabled. Please enable it to collect more data.
v User
Responder Deployment: Full Disk Access permission is not enabled
o0 e < Full Disk Access
Q, search Allow the applications below to access data like Mail, Messages, Safari,
Home, Time Machine backups and certain administrative settings for all
a Control Centre users on this Mac.

© siri & Spotlight

Adobe Acrobat Updater
U Privacy & Security

air

Desktop & Dock
@ Displays E Cisco Webex Meetings [ @)

Responder Deployment: Full Disk Access toggled on

After toggling on the FDA on this page, select the /opt/cisco/forensics/air file in
the file manager that opens. Once this is done, our responder will appear in the list
under the name 'air’, ready for the user to toggle 'on'.

4 Full Disk Access

Allow the applications below to access data like Mail, Messages, Safari,
Home, Time Machine backups, and certain administrative settings for all
users on this Mac.

air

Responder Deployment: Allow access to data.

Why is there no logo next to XDR Forensics on the Full
Disk Access page in macOS?
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The XDR Forensics responder operates as an executable binary running as a
service rather than a traditional macOS application. This approach ensures
consistency across platforms like Linux and macOS.

Since XDR Forensics is not packaged as a macOS app, it does not include a
.plist file, which typically contains the application icon metadata. Consequently,
it cannot display a logo on the Full Disk Access page.

This design choice does not affect the functionality or performance of XDR
Forensics.

Problem with MDM Installation

While the pop-up effectively guides users in manually installed scenarios, it
presents challenges for enterprise environments where macOS devices are
managed via Mobile Device Management (MDM). MDM allows remote application
installation and security policy enforcement, including granting Full Disk Access.

Customers prefer silent installations for MDM-deployed responders, as permissions
are already set through security policies, eliminating the need for pop-ups.
However, our current setup cannot distinguish between user-initiated and MDM-
initiated installations, resulting in the pop-up appearing in all cases.

We are actively working on a solution to address this issue for seamless enterprise
deployments.

Updating the XDR Forensics responder is discussed on this page.
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Responder Hardware Requirements
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Responder - Supported
Operating Systems

Operating Systems that are supported by the responder

The XDR Forensics responder can be installed on Microsoft Windows, Linux, and
Apple macOS operating systems. All supported operating systems and associated
versions are listed below.

Responder - MS Windows supported systems
Responder - Linux (DEB/RPM) supported systems >

Responder - Apple macOS supported systems
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Responder - MS Windows
supported systems

Windows 7 SP1 (with latest updates)
Windows 8

Windows 8.1

Windows 10

Windows 11

Windows Server 2008 R2 (with latest updates)
Windows Server 2012

Windows Server 2012 R2

Windows Server 2016

Windows Server 2019

Windows Server 2022

Windows Server 2025
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Responder - Apple macOS
supported systems

* macO0S 10.15
* macOS 11.0
* mac0S12.0
* mac0S 13.0
* macOS 14.0
* mac0S 15.0
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Responder - Linux (DEB/RPM)
supported systems
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Centos 7
Centos 8
Centos 9
Fedora 21
Fedora 22
Fedora 24
Fedora 26
Fedora 34
Fedora 36

Amazon Linux 1 Latest

Amazon Linux 2 Latest

Redhat 7
Redhat 8
Redhat 9
Pardus 17
Pardus 21
Rockylinux 9
Rockylinux 8
Debian 7
Debian 8
Debian 10
Debian 1
Debian 12
Ubuntu 12.04
Ubuntu 14.04
Ubuntu 16.04
Ubuntu 18.04
Ubuntu 20.04
Ubuntu 22.10
Ubuntu 23.04

Cisco XDR Forensics Knowledge Base
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* Ubuntu 24.04
* Boss Linux 7
* Boss Linux 8
* Boss Linux 9

e Boss Linux 10

All Linux distros can run on 32/64 bit and ARM64 architectures.

59



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

ESXi Standalone Collector

The XDR Forensics standalone collector currently provides support for execution on
ESXi 6.5+ systems.

VMware ESXi is a type of hypervisor, which is software that creates and runs virtual
machines (VMs). It is a part of VMware's vSphere product suite and is used for
enterprise-level virtualization. ESXi is popular due to its stability, performance, and
extensive feature set for managing and running virtual machines.

XDR Forensics offers a robust approach for evidence collection from ESXi
platforms. DRONE is not currently supported for ESXi systems. This is achieved
through a standalone ESXi collector, available for download on the Assets page of
your XDR Forensics console:

Assets>Add New>Deploy New>Direct connection to XDR Forensics Console
>ESXi
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New Asset

[:f:] @

Choose a Connection Route Choose a Platform

Linux (DEB)  Linux (RPM)  macOS (PKG)  Chrome IBM AIX

-

Quick Deployment (Suggested) Standalone Collector
| ™ Copy WGET Command |
OR
Manual Deployment
& Download
1. Download the collector archive into the ESXi machine
See Supported Versions ) . .
2. Run the script via command line
tar -xf tactical-esxi.tar.gz
cd esxi-collector/
Jtactical-esxi.sh Ll
3. Install the extension and follow the instructions
Share shareable-deploy?token=3df51c56a7334114 L}

ESXi Standalone Collector: New Asset

After running Responder using your chosen method, the collected evidence should
be converted into a PPC file. This PPC file can then be imported into the XDR
Forensics Console. Once imported, the asset will be displayed alongside all other

assets in XDR Forensics, ensuring seamless integration and visibility within the
platform.
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Assels

Assets

= Advanced Filters

= winZimage [= Disk Image Managed

& localhost.localdomain ESXi Off-Metwork

= John-PC_20240306234116-1_image [= Disk Image Managed
G‘ Chromea Unmanaged

ESXi Standalone Collector: ESXi platform is shown on the XDR Forensics Asset page

() For the conversion to PPC, you'll need an off-network Responder binary specific to
your operating system on which you want to carry out the conversion.

Here's an example for Microsoft:

1. Download the Off-Network Responder Package:

e |If you are not sure where to get the binary, visit the following link for an
explanation: Off-Network Responder Package 7.

2. Extract the Package:

e Extract the contents of the downloaded Off-Network Responder zip file.

3. Prepare Your Evidence:

e Copy your ESXi evidence file into the same extracted folder.

4. Runthe Command:

e Execute the following command, replacing your_ESXi_evidence_name with
the actual name of your ESXi evidence file:

offnetwork_windows_amdé64 esxi --input 220240621113447-
EsxiDATA.tar.gz

Following these steps will create a new folder containing a Case.ppc file. Please
import this Case.ppc file into the XDR Forensics Console.

This process will ensure that your ESXi evidence is accurately processed and
seamlessly integrated into the XDR Forensics platform.


https://github.com/binalyze-kb/knowledge-base-cisco/blob/main/product-platform/setup/responder-deployment/responder-supported-operating-systems/product-platform/features/off-network-endpoint/README.md
https://github.com/binalyze-kb/knowledge-base-cisco/blob/main/product-platform/setup/responder-deployment/responder-supported-operating-systems/product-platform/features/off-network-endpoint/README.md
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After ingestion into XDR Forensics the ESXi evidence is parsed and pesented in the
Investigation Hub in the normal way:

= Back to Task Details

. i < !
TT_Training Lab Offline Ac... 8 !
w Evidence Q = =
- Active Connections
" I
Account Info 1 = Advanced Filters
Active Connections 52 Flags Finding Type  Assat Proto
Advanced Config a33 Q (A - 0
Advanced Settings 833 L lzcalhost ocaldomain beo
L aries Case Infa i L lacalhost.|ocaldomain tem
Caollect Info paz 2 localhost.localdomain teo
Cpu Infa 3} 1 lecalhostlocaldomain bep

ESXi Standalone Collector: ESXi evidence in the Investigation Hub

However, you can if required decompress the tar.gz file to independently access
and examine the evidence. Typically, the evidence will include the following: :

¢ System Info: Basic system information about the ESXi machine.

* Bash History: Command history executed on the Bash shell.

* Collect Bash Files: Gathering files associated with the Bash shell.

* Environment Variables: Variables defined in the system environment.
* Collect /etc Files: Gather files under the /etc directory.

¢ Log Files: Collecting various log files.

* SSH Config: Retrieves the configuration settings related to the SSH (Secure
Shell) protocol.

* SSH Authorized Keys: Collects information about authorized SSH keys, which
are used for secure authentication.

e SSH Known Hosts: Gathers details about known hosts in the context of SSH.

* File System Enumeration: Involves enumerating and collecting information
about the file system on the ESXi machine.

A full list of ESXi collected items is shown here
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Having run the binary the progress will be displayed in the user's terminal/shell:

O] O Downloads — bash — 111x50

sh—3.2# tar —xf tactical-esxi.tar.gz

sh-3.2# cd esxi-collector/

sh-3.2# ./tactical-esxi.sh

IR R R R R R R R R R R R R R R

ESXi Collector v2.5
IR R R R R R R R R R R R

2023-11-29 12:41:32 ./tactical-esxi.sh info [+] Collection Started

2023-11-29 12:41:32 ./tactical-esxi.sh info [+] Getting history files

2023-11-29 13:35:45 ./tactical-esxi.sh info [+] Running basic triage commands

2023-11-29 13:36:19 ./tactical-esxi.sh info [+] Printing environment variables

2023-11-29 13:36:19 ./tactical-esxi.sh info [+] Copying /etc files

2023-11-29 13:36:19 ./tactical-esxi.sh info [+] Copying /var/log files

2023-11-29 13:36:19 ./tactical-esxi.sh info [+] Copying /scratch/log files

2023-11-29 13:36:19 ./tactical-esxi.sh info [+] Copying misc. files of interest

2023-11-29 14:35:49 ./tactical-esxi.sh info [+] Generating file listing

find: /System/Volumes/Data/.Spotlight-V1008: No such file or directory

find: /System/Volumes/Data/Previous Content: No such file or directory

find: /System/Volumes/Data/mnt: No such file or directory

find: /System/Volumes/Data/.fseventsd: No such file or directory

find: /System/Volumes/Data/.DocumentRevisions-v100: No such file or directory

find: /System/Volumes/Data/Volumes/Macintosh HD — Data/.Spotlight-V100: No such file or directory
find: /System/Volumes/Data/Volumes/Macintosh HD - Data/boot: No such file or directory

find: /System/Volumes/Data/Volumes/Macintosh HD - Data/MobileSoftwareUpdate: No such file or directory
find: /System/Volumes/Data/Volumes/Macintosh HD - Data/mnt: No such file or directory

find: /System/Volumes/Data/Volumes/Macintosh HD — Data/.fseventsd: No such file or directory
find: /System/Volumes/Data/Volumes/Macintosh HD - Data/.DocumentRevisions-V1@00: No such file or directory
find: /System/Volumes/Data/Volumes/Macintosh HD - Data/.PreviousSystemInformation: No such file or directory
find: /System/Volumes/Data/Volumes/Macintosh HD — Data/.TemporaryItems: No such file or directory
find: /System/Volumes/Data/.TemporaryItems: No such file or directory

find: /System/Volumes/iSCPreboot: No such file or directory

find: /System/DriverKit: No such file or directory

find: /dev/fd/3: Not a directory

find: /dev/fd/4: Not a directory

find: /dev/fd/6: Not a directory

find: /Volumes/Macintosh HD — Data/.Spotlight-V180: No such file or directory

find: /Volumes/Macintosh HD — Data/boot: No such file or directory

find: /Volumes/Macintosh HD — Data/MobileSoftwareUpdate: No such file or directory

find: /Volumes/Macintosh HD — Data/mnt: No such file or directory

find: /Volumes/Macintosh HD — Data/.fseventsd: No such file or directory

find: /Volumes/Macintosh HD - Data/.DocumentRevisions-V108: No such file or directory

find: /Volumes/Macintosh HD — Data/.PreviousSystemInformation: No such file or directory

find: /Volumes/Macintosh HD — Data/.TemporaryItems: No such file or directory

2023-11-29 14:41:40 ./tactical-esxi.sh info [+] Collection Finished

2023-11-29 14:41:40 ./tactical-esxi.sh info [+] Compressing evidence

2023-11-29 14:41:41 ./tactical-esxi.sh info [+] Removing collection folder

sh-3.2#

ESXi Standalone Collector: ESXi collection example

Full list of ESXi collected items

File Collectors:
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ID Collector Name Collected Files

.ash_history, .bash_history,
.sh_history, .tsch_history,
.psql_history, .sqlite_history,
.mysql_history,
.vsql_history, .lesshst,
.viminfo

1 History Files

.bashrc, .bash_logout,
.bash_login, .bash_profile
.mkshrc, .pam_environment,
.profile, .zshrc,
authorized_keys,
known_hosts, ssh_config

2 Files of Interest

/etc/cron.hourly,
/etc/cron.daily,

3 Cronjob Files /etc/cron.weekly,
[etc/cron.monthly,
/etc/cron.d

x|f any executable file is
4 Cronjob Related Files found in crontabs, it is
collected.

All files under /etc is

Il
5 /etc Collector collected
5 Loa Files All files under /var/log and
i
g /scratch/log is collected
. All files under /var/spool is
7 Spool Files

collected

Triage Collectors
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10

1

12

13

14

15

16

17

18

19

20

21

22

23

24
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Collector Name

Process Snapshot Detailed
Process Snapshot Verbose
Open Files

User Info

Disk Usage

Disk Usage By User

Disk Usage Human Readable
System Hostname

VMware Version

System Info

Shell Aliases

Environment Variables

ESX Advanced Configuration
ESX FCoE Configuration

ESX FCoE Networking

ESX IPSec Configuration
ESX IPsec Policy

ESX Module List

ESX Module Query

ESX Multipathing Info

ESX NAS Configuration

ESX Network Interface Cards
ESX Routing Table

ESX Network Routes
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25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46
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ESX IPv6 Routing Table

ESX IPv6 Network Routes

ESX SCSI Devices List

ESX VMKnic List

ESX Volume List

ESX VSwitch List

ESX Configuration Info

List all of the CPUs on this host.

List usb devices and their passthrough
status.

List the boot device order, if available, for
this host.

Display the current hardware clock time.
Get information about memory.

List all of the PCl devices on this host.
Get information about the platform.

Information about the status of trusted boot.
(TPM, DRTM status).

List active TCP/IP connections.
List configured IPv4 routes.
List configured IPv6 routes.
List ARP table entries.

List the VMkernel network interfaces
currently known to the system.

List configured Security Associations.

List configured Security Policys.
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47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65
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Print a list of the DNS server currently
configured on the system in the order in
which they will be used.

List the rulesets in firewall.

List the Physical NICs currently installed
and loaded on the system.

List the virtual switches current on the ESXi
host.

Hostname

Get Open Network Files

Get Unix Socket Files

Get the network configuration.

Get the DNS configuration.

Get the IP forwarding table.

Gets information about virtual NICs.
Displays information about virtual switches.
Lists the installed VIB packages.

Gets the host acceptance level. This
controls what VIBs will be allowed on a host.

Display the installed image profile.

List the VMkernel UserWorld processes
currently on the host.

Collect the list open files.

Report a snapshot of the current processes
including used time, verbose, session ID
and process group, state and type.

List the NAS volumes currently known to the
ESX host.
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66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

Cisco XDR Forensics Knowledge Base

List the NFS v4.1 volumes currently known
to the ESX host.

List the volumes available to the host. This
includes VMFS, NAS, VFAT and UFS
partitions.

Display the mapping of logical volumes with
physical disks.

List the VMkernel modules that the system
knows about.

List the enforcement level for each domain.
Get FIPS140 mode of ssh.
Get FIPS140 mode of rhttpproxy.

List the advanced options available from the
VMkernel.

List VMkernel kernel settings.

Display the date and time when this system
was first installed. Value will not change on
subsequent updates.

Show the current global syslog
configuration values.

Show the currently configured sub-loggers.
Display WBEM Agent configuration.
List local user accounts.

Display the current system clock
parameters.

List permissions defined on the host.

Display the product name, version and build
information.

List networking information for the VM's
that have active ports.
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84

85
86
87
88
89
90

91

Other Collectors:

ID
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List the virtual machines on this system.
This command currently will only list
running VMs on the system.

Get the list of virtual machines on the host.

List Summary status from the vm.

Configuration object for the vm.

Virtual devices for the vm.

Datastores for all virtual machines.

List of networks for all virtual machines.

List registered VMs.

Collector Name

File Listing

Executable Hashes

Description

All files in the system is
enumerated with following
infos;

File Name,File Type,Size
(bytes),Access Rights,User
ID,User Name,Group
ID,Group Name,Number of
Hard Links,Mount
Point,Inode Number,Birth
Time,Last Access
Time,Modification
Time,Change Time

All files' MD5 hashes that
has executable permission
in the system is collected
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Responder - Chrome
supported systems

Chrome 90+
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XDR Forensics For Chrome

1- Click evidence collection for Chrome

The XDR Forensics responder standalone collector currently provides support for

execution on Chrome v90+ operating systems.

XDR Forensics For Chrome is the evidence collector extension for Chrome and

ChromeOS. XDR Forensics For Chrome extension allows investigators and analysts

to capture forensically sound data with a single click at machine speed. All data is

collected into a well-organized HTML report that is accompanied by individual CSV

files. Investigators and analysts can use XDR Forensics For Chrome Extension to

collect forensically sound data from Google Chrome and ChromeOS.

New Asset

I:.z;:,'\:l @

Choose a Connection Route Choose a Platform

Windows (MSI1) Linux (DEB) Linux (RPM) mac0Ss (PKG) ESXi IBM ALX
Quick Deployment (Suggested) Standalone Co
. | ™ Copy Link to Chrome Store | | + Add to Chrome |
OR
Manual Deployment
X Download
1. Download the extension in zip format and extract it
See Supported Versions
2. Enable developer mode on the target device
= Chrome 90+
3. Install the extension and follow the instructions
Far more details see: https:/kb.binalyze com/airfair-for-chrome
Share https://air-demo.binalyze.com/#/shareable-deployPtoken=8df51c56a7334114 L]

XDR Forensics For Chrome: New Asset

XDR Forensics For Chrome is the fastest and easiest way of capturing forensically

sound data from Google Chrome browsers. The forensically sound data collected

by XDR Forensics For Chrome are listed below.
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Browser History
Bookmarks
Cookies
Downloads
Extensions
Platform Keys
Privacy Settings
Proxy Settings
Sessions
Storage

Top Sites
Windows & Tabs

Add the extension to your Chrome.

AIR for Chrome - Chrome Web Store

chrome.google.com
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Responder for Golden Images

Golden Image is for customers who want to use the same Operating System Images
to start new machines. As we use the computer name/hostname of the
machine/asset as a unique identifier for the machine/asset, customers cannot use
the same image in which XDR Forensics responder is already installed without the
newly introduced golden image support.

It basically cleans some configuration options set during registration and then
disables and stops the XDR Forensics responder service before the image of the
operating system is taken. To do this, we use --prepare-golden-image flag thatis
explained below. This must be called before the imaging process takes place.

After the image is prepared, the user must use --init-golden-image flag, which is

explained below, before the image is used to create a new instance.
--prepare-golden-image

The user must use this flag before creating a golden image.

Windows:

"C:\Program Files\Cisco\Forensics\AIR\AIR.exe" configure --prepare-golden-

image
Linux/macOS:
/opt/cisco/forensics/air/air configure --prepare-golden-image

This flag does the following:
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* Stops the service.
e Disables the service.

* Cleans the RegisteredTo, SecurityToken, and EndpointID fields in the
config.yml.

* Uninstalls the watchdog (if tamper detection was enabled)

--init-golden-image

This flag activates the responder again after the golden image is up and after the
hosthname is changed.

Windows:

"C:\Program Files\Cisco\Forensics\AIR\AIR.exe" configure --init-golden-
image --deployment-token 769aca@ffd45a433a --console-address

<tenantname>.cisco-<region>.binalyze.io --organization-id 0
Linux/macOS:

/opt/cisco/forensics/air/air configure --init-golden-image --deployment-
token 769aca0ff45a433a --console-address <tenantname>.cisco-

<region>.binalyze.io --organization-id O

Note: The use of --deployment-token is required. Because the deployment token
is clean after the registration of the XDR Forensics responder. The use of --
console-address and --organization-id is optional. They are used to overwrite
the console address and organization ID, which are already set in the configuration
file at the first installation before the image was taken.

This flag does the following:
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* Updates the DeploymentToken, ConsoleAddress, and OrganizationID values
entered as a command in the config.yml.

e Starts the service.
e Enables the service.

e Watchdog is installed automatically after registration if it is enabled by XDR
Forensics Console.

Troubleshooting

Exit code other than 0O (zero) means an error occurred while executing commands.
The terminal will print the error messages, and the log file will contain the error
messages.

If something goes wrong, the first option is to re-run the same command.

If a re-run of the command doesn’'t succeed, the user should perform the same
steps manually.
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Responder and Active Directory OUs

This page summarizes the capabilities and current limitations of Responder for
Organization Units (OUs) within an Active Directory (AD) environment.

Key Points:

1. Current Capability:

* Once Active Directory integration is complete, the XDR Forensics will display
the domain on the Assets page.

e Users can filter assets by clicking on their Organization Unit on the Assets
page. Further filtering for "Managed Status in Managed" will show assets
where the Responder is installed.

2. Limitations and Requests:

* As of now, XDR Forensics does not support querying or installing
Responders directly at specific OU levels (e.g., SecurityTesting.XDR
Forensics.local) beyond the root AD level (e.g., XDR Forensics.local).

e A feature request has been submitted to allow integration directly at the OU
level to enhance targeted management within the domain structure.

3. Installation Note:

* The XDR Forensics Responder will report on systems where it is installed. It
does not automatically install on systems within an AD environment where it
is not already installed.

() Integrating XDR Forensics with Active Directory: Permissions Information

When integrating XDR Forensics with Active Directory, it is important to note that the
account used for this integration does not require Domain Admin permissions. The
integration primarily involves LDAP searches for reading directory information.
Therefore, having Domain Users permission is sufficient for LDAP integration with XDR
Forensics. This ensures that the necessary operations can be performed securely
without granting excessive privileges.

77



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

Conclusion: Efforts to extend XDR Forensics's integration capabilities to specific
OUs are ongoing, following feedback and feature requests. This enhancement aims
to provide more granular control and efficiency in managing cybersecurity
operations across different organizational units.
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Responder Exception Rules

Why Create Exception Rules for XDR Forensics in
EDR/AV Systems

XDR Forensics operates by collecting and analyzing extensive
forensic data from assets. This process involves the execution of
binaries, the creation of temporary files, and access to sensitive
directories. Without proper allow-listing or exception rules in your
Endpoint Detection and Response (EDR) or Antivirus (AV) systems,
these activities may be flagged as suspicious or malicious,
potentially leading to disrupted investigations and incomplete
forensic acquisitions.

Allow-listing XDR Forensics components ensure that XDR
Forensics can perform its essential tasks without interference,
enabling fast, efficient investigations. By setting up proper
exception rules in your security systems, you help maintain the
integrity of the incident response process while avoiding false
positives that could delay critical operations.

How to Configure EDR and AV Exceptions for XDR
Forensics

For optimal performance, configure your EDR and AV systems to
exclude specific XDR Forensics folders and binary files. The paths
and binaries to exclude vary by operating system:

Windows

79



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

Folders to Exclude:

® C:\Program Files\Cisco\Forensics\AIR\

® C:\ProgramData.air

Binaries to Exclude:

® C:\Program Files\Cisco\Forensics\AIR\\AIR.exe
® C:\Program Files\Cisco\Forensics\AIR\\DRONE.exe

® C:\Program Files\Cisco\Forensics\AIR\\Tactical.exe
9%ProgramData%%.air\WATCHDOG. exe

® (C:\Program Files\Cisco\Forensics\AIR\\utils\curl.exe

® (C:\Program Files\Cisco\Forensics\AIR\\utils\osqueryi.exe

Linux

Folders to Exclude:

® /Jopt/cisco/forensics/air/air

® /usr/share/.air/

Binaries to Exclude:

® /Jopt/cisco/forensics/air/air

® /Jopt/cisco/forensics/air/drone

® /Jopt/cisco/forensics/air/tactical
® /Jopt/cisco/forensics/air/osqueryi
® /Jopt/cisco/forensics/air/curl

® /Jusr/share/.air/watchdog
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macOS

Folders to Exclude:

® /Jopt/cisco/forensics/air/

® /Jusr/local/share/.air/

Binaries to Exclude:

® /Jopt/cisco/forensics/air/air

® /Jopt/cisco/forensics/air/drone

® /Jopt/cisco/forensics/air/tactical

® /Jopt/cisco/forensics/air/utils/osqueryi
® Jopt/cisco/forensics/air/utils/curl

® /Jusr/share/.air/watchdog
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XDR Forensics Watchdog Folder

XDR Forensics Watchdog Folder:
C:\ProgramData\.air\ oOr %ProgramData%\.air\=*

The XDR Forensics Watchdog Folder ( C:\ProgramData\.air\ or
%ProgramData%\.air\ ) is a critical directory used by the XDR Forensics responder
for storing internal data required to maintain and monitor the health and proper
functioning of the XDR Forensics responder agent. This folder contains temporary
files, logs, and configuration data that help the Watchdog component of the XDR
Forensics platform ensure that the responder agent is running correctly and
automatically restarts the agent if any issues arise.

Purpose of the Watchdog Folder

1. Health Monitoring:
The Watchdog monitors the responder agent's status. If the agent stops
unexpectedly or malfunctions, the Watchdog uses this folder to store diagnostic
data and trigger the necessary actions (e.qg., restarting the agent).

2. Temporary Storage:
The folder stores temporary files used by the XDR Forensics responder during
its forensic and investigative processes. These may include logs, process
monitoring data, or execution-related files.

3. Configuration Data:
The directory can also house configuration and state files that help the agent
track its operational state, ensuring that it maintains continuity of processes
even in the event of interruptions.

Exception Configuration

When configuring EDR (Endpoint Detection and Response) or AV (Antivirus)
software, it is essential to exclude this folder from being scanned or interfered with.
Failure to do so may cause unnecessary alerts or interruptions to the operations of
the XDR Forensics responder, potentially halting the forensic collection process or
causing data collection to fail.
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Folder Path Variations

* Absolute Path:
C:\ProgramData\.air\*
This is the standard path used by the XDR Forensics Watchdog on Windows
systems.

* Environment Variable Path:
%ProgramData¥%\.air\*
This variation uses the %ProgramData% environment variable, which points to
the C:\ProgramData\ folder. It's a more dynamic way of referencing the same
location in different system configurations.

Importance of Allow-Listing This Folder

For XDR Forensics to function seamlessly, especially during critical incident
response tasks, excluding this folder from AV/EDR scans or interference is vital. The
Watchdog service ensures that the responder remains operational and recovers
automatically if disrupted.

To ensure uninterrupted operation, follow these allow-listing rules in your security
setup:

* Windows AV/EDR Systems: Allow-list the folder C:\ProgramData\.air\=

* Linux/macOS Equivalents: Similar watchdog components may exist in those
environments within paths like /usr/share/.air/ or
/opt/cisco/forensics/air/ (adjust based on OS).

By allowing the Watchdog folder, you ensure XDR Forensics remains resilient and
responsive, even in the event of unexpected issues.
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FDA via Jamf and Apple's PPPC utility

Jamf is a software company that supplies one of the most well-known and popular
Mobile Device Management (MDM) software solutions used to manage Apple
devices. Using Jamf, and following the steps below, you can silently grant full disk
access to XDR Forensics responder's remotely.

Full Disk Access (FDA) on macOS can be activated by importing a Privacy
Preferences Policy Control (PPPC) config file instead of manually providing
permission options via the Jamf Ul.

Why is FDA required?

XDR Forensics (and all other platforms) will only achieve complete macOS data
acquisitions if FDA is enabled. Typically some of the artifacts that will give partial or
no results if FDA is not active include:

* App Usage

* Bluetooth Connections
* Document Revisions
* Downloads

* DS_Store

* Notification Info

* TCC

A PPPC config file in macOS manages permissions for apps to access sensitive
data and system features like Full Disk Access, camera, and microphone. It's used
by organizations to pre-configure these permissions, often through MDM, ensuring
necessary apps run without user prompts. These files are in .mobileconfig (XML)
format and help balance security with convenience by automating privacy settings
for applications.

Steps to follow:
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1. Download and open the Jamf PPPC Utility: https://github.com/jamf/PPPC-
Utility/releases/tag/1.5.0 7

2. From a MacBook where XDR Forensics is already installed, go to the path
/opt/cisco/forensics/air, drag the "air" binary to PPPC Utility, and you will be
able to see identifier details

3. In properties - "Full Disk Access" - Choose "Allow"

4. Bottom right, Click "Save", and provide a Payload Name, for example, "XDR
Forensics"

5. Save AIR.mobileconfig.
Now you can Import the saved config file into Jamf - Configuration Profiles.

Identifier and Identifier Type for importing the config created using PPPC utility to
achieve FDA:

Verification of Full Disk Access:

* An entry is created in /Library/Application Support/com.apple.TCC/TCC.db for
all the applications that were assigned FDA (Manual Install)

* For remote deployments, an entry is created in /Library/Application
Support/com.apple. TCC/MDMOverrides.plist

* For practical verification, users should try to collect KnowledgeC evidence.
Successful collection confirms that the responder has Full Disk Access.

e Reference: https://docs.sophos.com/central/customer/help/en-
us/PeopleAndDevices/ProtectDevices/EndpointProtection/MacCheckSecurityPe
rmissions/index.html#terminal #
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Two-factor authentication (2FA)
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Two-factor authentication (2FA)

In XDR Forensics (Settings > Security > Authentication), two-factor authentication
(2FA) is a security feature designed to enhance user account protection by
requiring two forms of verification when logging in. This adds an additional layer of
security beyond the traditional username and password combination, significantly
reducing the risk of unauthorized access.

Some key points about 2FA in XDR Forensics:

* LDAP User Compatibility with 2FA: XDR Forensics supports two-factor
authentication (2FA) for LDAP users. You can easily configure 2FA directly from
the account settings within XDR Forensics, making the setup process
straightforward and efficient for centralized user management systems.

e Administrators can enforce two-factor authentication (2FA) for all users. This
uniform security policy enhances overall security by requiring all users to
authenticate with an additional method, such as a one-time password (OTP)
sent to a mobile device or generated by an authenticator app.

* Individual 2FA Setup and Reset: Users can enable two-factor authentication
(2FA) independently in 'Account > Setup Two Factor Authentication'. Global
Admin and users with the "user update" privilege can reset 2FA.

Account
My Settings

Login Sessions

My Profile Global Ad Change Password

Photo Name Surname Old Password *
=2 Be

I Newi F d
Be

Uses f l

p = e
=3

Setup Two Factor Authentication

Two factor authentication is enabled on your account

Two-factor authentication: Set Up
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* Enhanced Security Posture: By enabling 2FA, XDR Forensics significantly
reduces the risk of unauthorized access, even in the event of compromised
credentials. This is a critical step in safeguarding sensitive investigation data
and maintaining the confidentiality and integrity of your forensic and
cybersecurity operations.

e User-Friendly Configuration: The integration of 2FA in XDR Forensics is
designed to be user-friendly, making it easy for administrators to enable and
enforce 2FA without complex configuration steps.

* |If you have activated the XDR Forensics SSO feature, this will override 2FA.
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Troubleshooting 2FA Issues: Time Synchronization

If you are experiencing issues with Two-Factor Authentication (2FA) in XDR Forensics,
it may often be due to time synchronization problems on your system. Ensuring your
system's time is correctly synchronized with an NTP (Network Time Protocol) server is
crucial for the proper functioning of 2FA.

Steps to Check Time Synchronization:

1. Runthe timedatectl Command: Open a terminal and execute the following
command:

timedatectl
2. Verify the Output: After running the command, check the output for the following
two lines:
e System clock synchronized: yes
e NTP service: active
Here's an example of what the correct output should look like:

3. What to Do if the Time is Not Accurate: If your system clock is not synchronized
or the NTP service is not active, this could be the root cause of your 2FA issues.
To resolve this, you may need to synchronize your system's time using NTP.

How to Synchronize Your System Time:

1. Enable NTP Synchronization: You can synchronize your system's time by
running:

sudo timedatectl set-ntp true

2. Re-check the Time Status: After enabling NTP, re-run the timedatectl
command to ensure that the system clock is now synchronized and the NTP
service is active.

By ensuring your system's time is accurate and synchronized, you can help prevent
potential issues with 2FA in XDR Forensics. If the issue persists even after correcting
the time, please contact our support team for further assistance.
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Console Settings
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Console Settings: Categories in XDR Forensics's Secondary Menu

All console settings can be accessed via the gear icon in the top-right corner of the
header bar. This page provides a complete guide to configuring and managing
settings across XDR Forensics, including:

91



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

* General Settings: Platform-wide configurations.
* Assets: Managing asset inventories.
* Security: Setting up security features.
* Features: Customizing XDR Forensics's core functionalities.
* Evidence Repositories: Configuring storage for collected evidence.
* Policies: Defining evidence collection rules.
* User Management:
o Users
o Groups
o UserRoles

* Backup and Backup History: Managing backups and retention schedules.

* Investigation Hub Disk Usage: Empowers users to manage Investigation Hub

data storage effectively.

e Danger Zone.

Each section ensures optimal setup for your XDR Forensics environment.
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General

Version Information

This section provides details on the versions of various components of the XDR
Forensics platform, helping administrators ensure that all parts of the system are up
to date.

1. XDR Forensics: The main application version (e.g., 4.41.1). This represents the
core platform's release and includes the latest features and security updates.

2. DB (Database): The version of the database used by XDR Forensics (e.g., 6.0.7),
which stores all data related to the platform’s tasks and configuration settings.

3. Responder: The version of the XDR Forensics responder (e.g., 2.50.5) installed
on assets for data acquisition and remote interaction.

4. DRONE: The version of the DRONE analysis engine (e.g., 3.11.0), which
processes collected evidence to deliver findings and insights on this and some
live artifacts through automated analyzers.

5. TACTICAL: These versions indicate the status of various responders for
different operating systems, including Linux, macOS, Windows, and the legacy
version for older Windows systems. For example, the latest responders are at
version 3.12.1, ensuring compatibility with the latest operating system
environments.

6. MITRE ATT&CK Analyzer: This version (e.g., 7.0.0) refers to the built-in
mapping against the MITRE ATT&CK framework, which helps identify adversary
tactics, techniques, and procedures during investigations.

7. Disk Image Explorer: This component (e.g., version 1.0.0) provides functionality
for exploring disk and volume images acquired during investigations.

License

This section provides details about the current licensing status of the XDR
Forensics installation.
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1. License Key: Displays the license key currently in use (e.g., TEST-LICENSE).

2. Valid Until: The expiration date of the license (e.g., 2025.09.29), indicating the
duration for which the platform is licensed.

3. Max Client: The maximum number of assets (clients) that can be managed
under this license (e.g., 1,000,000 assets).

4. In Use: The number of assets currently being monitored by XDR Forensics (e.g.,
447908 assets).

5. Remaining: The number of asset slots still available (e.g., 552,092 assets). This
helps ensure scalability and license compliance.
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Assets

Responder Updates

Manage updates for the XDR Forensics responders installed on assets.

* This feature enables or disables automatic updates for responders. If enabled,
the responders will automatically update to the latest version when a new
release is available. This ensures that responders are always running the most
current version, complete with all the latest features and security patches.

* Deployment Tokens: These tokens are used to securely install and register
responders on new assets, ensuring the responders communicate correctly
with the XDR Forensics Console upon installation.
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(i) Backward Compatibility for XDR Forensics and Responder Updates

Clarifying Backward Compatibility since XDR Forensics v4.29+

Overview

In XDR Forensics v4.29, we introduced a major improvement: decoupling XDR
Forensics console updates from Responder updates. This gives teams greater
flexibility when deploying XDR Forensics updates, especially in large-scale
environments.

What This Means (and What It Doesn’t)

e Starting with XDR Forensics v4.29, the XDR Forensics console can be updated
independently of Responder updates.

e All XDR Forensics versions (4.29 and onward) will maintain backward
compatibility with Responders that are also on version 4.29 or newer.

e Responders running versions older than 4.29 (e.g., 2.54.3) are not compatible
with certain key features such as:

o Evidence acquisition
o Triage
o interACT

Users with older Responder versions will see messages like:
"The asset’s XDR Forensics Responder must be updated to accept tasks."

To summarize:

Backward compatibility was introduced with XDR Forensics version 4.29 and onwards.

If your Responders are still on versions earlier than 4.29, they must be upgraded at
least once to benefit from this compatibility model going forward.

Tamper Detection

Enable alerts for tampering attempts on responders.
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* When Tamper Detection is enabled, the responder will actively monitor its own
operation for any interference or attempts to disable it.

* Functionality: If there is an attempt to modify or interfere with the responder
(e.g., by disabling it or altering its files), the responder will notify the XDR
Forensics Console, ensuring that any malicious attempts are flagged
immediately.

* This feature is critical for ensuring the integrity and continuous operation of
responders in high-security environments.

Uninstallation Password

Prevent unauthorized uninstallation of responders by requiring a password.

* When this feature is enabled, users must enter a protection password to
uninstall the responder from an asset. This prevents unauthorized personnel
from removing the responder, which could otherwise leave the asset vulnerable
or unmonitored.

* Uninstallation Method: The uninstallation process will be restricted to shell
commands, meaning it can't be removed via a simple GUI or file system
manipulation, adding an extra layer of security.

Active Directory (AD) Integration

Synchronize assets from Active Directory with XDR Forensics.
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This feature allows XDR Forensics to integrate with your Active Directory (AD)
environment. You can specify the AD server (e.g., 10.0.0.1) and the domain
(e.g., company.local) to automatically synchronize information about computers
and users from AD into XDR Forensics.

LDAP Synchronization: By manually starting the LDAP synchronization, you
can query Active Directory for specific objects such as computers, ensuring
that XDR Forensics can discover and manage assets from your organization's
AD.

The Query For Computers field (e.g., (&(objectCategory=computer)) ) uses an
LDAP filter to query and sync only computer objects from the directory.

Authentication: You will need to provide an AD username and password to
authenticate and pull information from the directory.
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Security

Authentication

Configure user authentication security settings.

You can enforce Two-Factor Authentication (2FA) for all users, adding an extra
layer of security by requiring a second form of verification (e.g., a mobile app code)
when logging in. (SSO will override this option)

* This setting enhances overall security by ensuring that only authenticated and
verified users can access the system.

Single Sign-0On (SSO)

Enable and configure Single Sign-On (SSO) for XDR Forensics.

* SSO allows users to log in to XDR Forensics using their organization’s existing
identity provider (e.g., Azure AD, Okta) without needing separate credentials.
This simplifies the login process and enhances security by centralizing
authentication management.

* Tenant ID and Client ID: These are provided by the SSO identity provider (e.g.,
Azure, Okta) and uniquely identify the organization’s SSO configuration.

* Client Secret: A secure key used for authenticating the connection between
XDR Forensics and the SSO provider (shown as encrypted in the system).

e Callback URL: This is the URL where users are redirected after successful
authentication via SSO (e.g., https://<tenantname>.cisco-
<region>.binalyze.io /api/auth/sso/azure/callback ). It ensures that users
are logged into the XDR Forensics platform after authenticating through the
identity provider.

* Entry Point and Issuer: These fields are also part of the SSO configuration,
ensuring that XDR Forensics communicates correctly with the identity provider.

* Certificate: Uploading a certificate from the identity provider is necessary for
secure communication between XDR Forensics and the SSO service.
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SSO improves user management and security by centralizing login credentials with
your existing identity provider, simplifying the user experience while ensuring
strong authentication practices.
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Features

Enable interACT

This feature enables or disables the interACT functionality in XDR Forensics.

* interACT allows users to remotely open a shell session to interact with assets.
Users can execute commands and scripts based on their assigned privileges.

e Security Requirement: To use interACT, users must have enhanced security in
place—either Two-Factor Authentication (2FA) or Single Sign-On (SSO). This
ensures secure access to sensitive systems, limiting unauthorized use.

e Read more about interACT here: interACT 2

() Two-Factor Authentication (2FA) for isolated XDR Forensics installations

To enhance security, XDR Forensics interACT requires Two-Factor Authentication
(2FA) using Time-Based One-Time Passwords (TOTP). You can set up offline 2FA
solutions such as Google Authenticator or Microsoft Authenticator, making it suitable
for use in isolated networks.

Why is 2FA Mandatory in interACT?

1. Preventing Unauthorized Access
interACT provides direct access to systems, making security a top priority. Relying
solely on a password increases the risk of unauthorized individuals gaining
control. 2FA significantly reduces this risk by adding an extra layer of
authentication.

2. Securing Critical Command Execution
interACT allows users to execute commands directly on a system. Without a
strong authentication mechanism, a malicious actor could exploit access to
perform harmful operations. 2FA ensures that only authorized users can issue
commands, maintaining system integrity and security.

By enforcing 2FA, interACT safeguards against unauthorized access and potential
misuse, ensuring a secure and controlled environment for forensic investigations.

Resolve Responder Public IP
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This feature allows XDR Forensics to capture and associate the public IP of an
asset.

* When enabled, the XDR Forensics Console parses HTTP request headers to
extract the X-Forwarded-For header provided by proxies. This header reveals
the public IP address of the responder (asset), even if it's behind a proxy or
firewall.

* Visibility: If the feature is enabled, XDR Forensics will display the X-Forwarded-
For IP address instead of the communication IP (the one directly visible to XDR
Forensics). This provides more accurate forensic visibility of an asset's location
and origin.

Case Selection

Enforce mandatory case selection when starting tasks.

* This feature requires users to associate every task they run in XDR Forensics
with a specific case.

* Benefit: It enforces structured workflows, ensuring that all investigations are
organized and traceable to a particular case, which is critical for auditing and
maintaining clarity in incident response efforts.

RFC3161 Timestamping

Provides cryptographic proof of when data was acquired and its integrity.

* RFC3161timestamping ensures that the data collected during acquisition has a
digital signature, proving that the data existed at a specific time and has not
been altered since.

* When enabled, every new acquisition task will include a signature file with
metadata, adding legal and forensic robustness to your investigation process.

Chain of Custody
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Protect evidence integrity by registering it on the blockchain via LOCARD, which is a
blockchain-based system for secure evidence handling in digital forensics. It has
seen some adoption in Europe but remains underutilized in the U.S. due to
regulatory and infrastructure challenges, leading to slower adoption and less
frequent use.

* This feature integrates with LOCARD, a blockchain-based platform for evidence
integrity. When enabled, the chain of custody for digital evidence is secured by
submitting evidence metadata to the blockchain, ensuring it hasn't been
tampered with.

* LOCARD Credentials: To use this, you'll need to provide the Organization,
Host, Username, and Password for your LOCARD account.

SMTP (Email Configuration)

Set up email notifications, such as password-reset emails.

* Specifying an SMTP server allows XDR Forensics to send out automated
emails, particularly for password resets. This is useful for self-service password
recovery.

* You must configure the SMTP server address, port, sender email, username,
and password. For example, using mail.smtp2go.com as the server.

Syslog / SIEM Integration
Enable integration with Syslog servers or SIEM systems.
* This feature allows XDR Forensics to send event logs to a centralized Syslog or

SIEM (Security Information and Event Management) system for enhanced log
monitoring and analysis.

* You will need to configure the protocol (TCP/UDP), server address, and port to
send logs from XDR Forensics to your preferred log management system.

Banner Message
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Display a custom banner message across all XDR Forensics Console pages.
* This feature allows you to set a banner message that will appear on all pages of

the XDR Forensics Console. This is useful for displaying system notices,
warnings, or other important information to all users.

Policies
Enforce task options and preferences across assets.

Policies allow administrators to define global task preferences and restrictions for
assets in the organization.

* Customizability: Policies can be tailored for different subsets of assets using

filters, and a user must have the "Override Policy" privilege to modify the
default organizational policies.

Auto Asset Tagging
Automate tagging of assets when they are added to XDR Forensics.

* When this feature is enabled, XDR Forensics automatically applies asset tags
based on predefined rules as soon as a responder is installed on an asset.

* Flexibility: Even if this feature is disabled, users can still run the Auto Asset
Tagging task manually on assets.

Enable Frank.Al

Activate Al-powered assistance for investigations.

Frank.Al is an Al-driven assistant integrated into XDR Forensics. It helps guide
users through investigations, providing suggestions and assistance to streamline
the forensic analysis process. Frank.Al acts as a copilot for investigators, improving
efficiency by leveraging Al to answer analysts' questions.
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Evidence Repositories

XDR Forensics allows you to set up various Evidence Repositories for storing and
managing collected data securely. The supported repository types are:

1. SMB: Ideal for sharing files across network devices.
SFTP: Utilizes SSH for encrypted data transfer.
FTPS: Combines FTP with SSL/TLS for secure transfers.

W

Amazon S3: Provides scalable cloud-based storage, perfect for large-scale
investigations.

Key Features:

* Global or Organization-Level Setup: Repositories can be defined at both global
and organizational levels, providing flexibility in evidence management across
multiple XDR Forensics instances or within a single organization.

* Secure Data Management: Protocols like SFTP and FTPS ensure that data
transfers are encrypted, safeguarding sensitive information during uploads and
downloads.

e Automatic and Manual Uploads: Evidence can be automatically uploaded to
repositories based on configured tasks, or users can manually upload files as
needed.

* Task Management: Repositories support task scheduling for evidence uploads,
ensuring a smooth workflow for collecting, storing, and analyzing evidence.

* Connection Settings: When configuring repositories, users must provide
essential connection details such as credentials, encryption options, and
repository paths. For cloud-based storage like Amazon S3, you also need to
configure bucket settings.

This setup ensures secure, scalable, and efficient management of evidence within
XDR Forensics, accommodating various infrastructure needs.
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Policies

Policies serve to define how evidence is collected and managed, providing fine-
grained control over resources and processes.

Policies in XDR Forensics provide central configuration management and support
global configurations that can be overridden at the Organisation level when
required.

This overriding is only possible when the user has the “Override Policy"” privilege
allocated to their role.

Key Components:

1. Name & Organization: Policies must have a unique name and be assigned to a
specific organization.

2. Evidence Storage: Configures where evidence is stored—either locally (default
paths: CiscoForensics\ on Windows, /opt/cisco/forensics/ on
Linux/macOS) or in defined repositories like SMB or SFTP.

3. Resource Limits: Controls CPU usage, bandwidth, and disk space during
collection to prevent resource overuse. You can specify CPU limits (e.g., 100%)
and restrict bandwidth and disk space.

4. Compression & Encryption: Enables optional compression and encryption of
the collected evidence, with a password for added security.

5. Scan Scope: You can opt to restrict scans to local drives only, excluding
network and external drives.

6. Isolation Settings: Policies can include an IP/Port and ‘process allow’ lists for
isolation tasks, which ensures that specific communication channels remain
open during an asset’s isolation.

Use Case Example:
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When creating a policy for a specific investigation, you could configure it to save
evidence in an AWS S3 bucket, limit the CPU to 50%, compress the evidence for
efficient storage, and ensure network drives are excluded from the scan. You could

also configure the policy to allow communication with critical servers even if the
asset is isolated.
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User Management

XDR Forensics > Settings > User
Management > Users:

This section enables administrators to view existing users and their attributes. It
also allows for the addition of new users to the XDR Forensics platform, where key
details such as name, organization, role, and login credentials are specified during
setup.

Mandatory fields are marked with an asterisk (*).
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1. Full Name:
* Name: The first name of the user being added (e.g., "John").

* Surname: The last name of the user (e.g., "Doe"). These fields are crucial
for identifying and managing users within the system, particularly in larger
organizations.

2. Username*;

* The username is a mandatory field (indicated by the asterisk). This is the
unique identifier that the user will use to log in to the XDR Forensics platform
(e.g., IH_reviewer2@cisco.com ).

* The username is often based on the user's email address to ensure
uniqueness and facilitate easy recognition.

3. Email*:

* The email is also a mandatory field. It is used for account-related
communications, such as password resets, system alerts, or notifications.

* This email should be valid and associated with the user being created to
ensure they receive important platform-related information.

4. User Groups:
e Select the User Groups to which the new user needs to be added.
5. Organization*:

e This field allows you to assign the new user to a specific organization within
the XDR Forensics system.

* |f multiple organizations are managed within the XDR Forensics platform
(e.g., in a multi-tenant setup), you can select the organization to which the
user belongs.

* The system can restrict users from viewing or managing other
organizations, depending on their access privileges.

* Note: If no organization is selected or assigned, the user may have limited or
no permissions within the platform.

6. Role*:
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* The Role dropdown allows you to assign the user's role within the platform.
Roles define the level of access and permissions the user will have.
Common roles could include:

o Administrator: Full access to manage the platform, users, and assets.
o Investigator: Access to forensic and incident investigation features.
o Viewer: Read-only access to view data and reports.

* This field is crucial for setting user permissions and ensuring that they can
only perform actions aligned with their responsibilities.

7. Password*:

* This is where you set the password for the user's account. The password
should meet the organization's security requirements (e.g., complexity,
length).

* A secure password is crucial to prevent unauthorized access to the
platform.

8. Confirm Password*:

* This field is used to confirm the password entered above. Ensuring that the
passwords match helps avoid login issues caused by incorrect entries.
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User Groups

User Groups are a powerful feature in XDR Forensics designed to streamline user
access management across organizations, especially in large environments or
those using Single Sign-On (SSO).

What Are User Groups?

User Groups allow you to manage users collectively instead of individually. This
simplifies role assignments and organization-level access across XDR Forensics.
Whether you're handling internal teams or integrating with Azure AD or Okta, User
Groups provide scalable, centralized control.

Why Use User Groups?

Managing user access across multiple organizations can be time-consuming. With
User Groups, you can:

* Group users by function, department, or region
* Assign them to organizations and roles in bulk

* Sync groups directly from SSO providers like Azure AD or Okta

This reduces manual overhead and ensures consistency in access management.

Accessing the User Groups Page

To access this feature:

* Navigate to Settings — User Groups

Note: Only Global Admins can access and manage User Groups.
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Creating a New User Group

1. Click Create Group
2. Enter a Group Name (e.g., "HR Team")

3. Optionally, provide a description for context

Adding Users to a Group
After creating a group:

1. Select users from your existing XDR Forensics user list

2. Users in the group automatically inherit all organization and role assignments
associated with the group

You can always view and manage group membership from the main User
Groups table.

Syncing with SSO (Optional)
If you're using Azure AD or Okta:

* Toggle "Sync with SSO" when creating or editing a group
* Once enabled, group membership is pulled from your identity provider

* Manual editing of group members in XDR Forensics will be disabled

A tooltip will indicate that synced groups are read-only within XDR Forensics.

Assignhing a User Group to an Organization
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1. Go to Settings — Organizations
2. Create or edit an organization

3. In Step 2 of the wizard, assign the desired User Group(s)

All users in the selected group will be granted access to the organization with their
predefined roles.

Managing Group Membership
* In the User Groups table, click the user count to view members

For SSO-synced groups, membership cannot be modified in XDR Forensics.

Safeguards When Removing Users

Users added via a group cannot be removed individually from an organization.
To revoke access:

* Remove the user from the User Group

A tooltip will appear if removal is attempted at the individual level.

Viewing Group Membership from the Users Page

The Users list now includes a Groups column to show which user groups a person
belongs to. This offers helpful context when reviewing or auditing user access.

Notes and Limitations
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* Only Global Admins can create and edit User Groups
* Group duplication is not yet available, but it is planned

* When a user is assigned to an organization both individually and via a group,
the group assignment takes precedence

o To fully remove access, remove the user from the group

Summary

User Groups simplify access control and scale with your environment. Benefits
include:

* Centralized user and role management
* SSO directory sync support

* Consistent access inheritance across organizations

Whether you're managing 10 users or 10,000, User Groups provide a more efficient
and secure way to manage access in XDR Forensics.
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User Roles

In XDR Forensics, the Global Admin has full control over managing 109 specific
privileges, allowing the creation of highly customized user roles. This granular
access control ensures that each user or group has permissions tailored to their
specific needs, such as handling evidence acquisition, interACT sessions, or audit
log management.

A useful feature within this setup is the tooltips provided alongside each privilege.
These tooltips highlight any dependencies that may exist between privileges,
helping administrators configure roles accurately without unintentionally restricting
necessary functions.

For example, an admin could create a role that enables a user to access interACT
for remote evidence collection while restricting access to audit logs or system-wide
settings. The tooltips ensure that admins are aware of any required privileges to
avoid misconfigurations.

This approach provides both flexibility and clarity, empowering admins to manage
user roles effectively.
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Backup

XDR Forensics > Settings > Backup:

The XDR Forensics Backup feature allows users to back up system data securely
and flexibly through the Ul or Command Line Interface (CLI). Backups can be
stored locally, on SFTP, or in Amazon S3, and encrypted using AES256 with a
password.

Backups can be performed immediately or scheduled at intervals of every 4 hours,
daily, weekly, or monthly. Users can set the number of backups to retain and the

scheduled start time. CLI backup options are available, with detailed instructions in
the Knowledge Base.

XDR Forensics > Settings > Backup History:

This page displays the Backup History avaiable to the XDR Forensics console.
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Investigation Hub Disk Usage

This feature empowers users to manage Investigation Hub data storage effectively
and is fully explained here: Investigation Hub — Data Usage Statistics Dashboard.
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Danger Zone

Killswitch: Cancel All Running Tasks

The Killswitch is a powerful administrative control available under Settings >
Danger Zone in the XDR Forensics Console. It allows Global Admins to immediately
cancel all currently running cancellable tasks across the entire platform, without
needing to select individual assets or tasks.

Safety Confirmation
To safeguard against accidental activation, a case-sensitive confirmation is

required. You must, before the operation can proceed. Type the exact
phrase: Cancel All Tasks

Note: This action cannot be reversed.

Only tasks that are in a cancellable state will be affected.

Use this feature carefully, particularly during large-scale investigations or
scheduled operations.
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Organization Settings

Organizational Controls

fl Compromised ORG -

il Organization Settings
£ Change Organization

& Home

+  Add New Organization

Wy Assels

Open Cases

E| Cases 2 0

2= Libraries

Organization Settings: Access vis the top bar
From the top bar, the drop-down allows the user to select:

* Organization Settings
* Switch Organizations

* Add new Organizations

@ Each responder is associated with a single Organization, ensuring integrity and clarity
in investigations.

Organization Overview
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Organization Settings: Overview
When viewing an Organization, you'll see key details like:

* Name, ID, Owner
* Created At timestamp

* Asset count, and case stats (Open, Closed, Archived)

Configuration Tabs

Each Organization has four main configuration areas:

1. Deployment

* Displays the Organization's deployment token
* Includes a Shareable Deployment Page for fast responder distribution

* The link can be regenerated or disabled from this view

2. Relay Server
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* Manage Relay Servers used to support off-network response

* Includes search and "New Relay" functions

3. User Settings

* View and manage users, roles, and groups

* Use the Assign Users button to add new team members

4. Contact

* Optional form fields for storing the Organization's contact name, title, and phone
number

Use Cases

Organizations help:

* MSSPs manage multiple customers
* Enterprises segment data by business unit, region, or compliance zone

e Security teams isolate cloud, on-prem, and off-network assets

Access & Policy Enforcement

* Policies can be global or overridden at the Organization level
* Shareable deployment links and responder access are organization-scoped

* User roles support granular privileges

Summary

Organization Settings are central to structuring your AIR environment securely and
efficiently. They govern deployment, user access, case management, and
responder scope—all from a single, intuitive interface.

121



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

Account Settings

The Account Settings section in XDR Forensics allows users to manage personal
preferences and session details. This section is accessible via the user icon located
in the top-right corner of the XDR Forensics interface toolbar.

What You Can Do in Account Settings

* View Account Details: Includes your registered name, surname, email address,
and username.

* Change Password: Locally authenticated users can update their password
directly from here.

* Sign Out: Securely log out of your XDR Forensics session.

* Customize Theme Preferences: Switch between Light and Dark Mode or set
the Ul to follow system time-based settings.

Dark Mode

The XDR Forensics interface supports a Dark Mode Ul theme, providing a modern,
eye-friendly visual style that is ideal for use in low-light conditions or during
extended periods of use. This feature:

* Enhances usability and reduces eye strain.
* Can be toggled manually between Light and Dark modes.

* Includes an Auto mode that adapts the Ul based on your machine's time zone
and daylight saving hours, ensuring a seamless experience.

Dark Mode aligns with current Ul standards and user expectations, supporting a
comfortable and productive working environment.

User Profile Photos
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Users can upload their own profile images. These will be displayed across the XDR
Forensics console Ul in user-facing areas, such as the user menu, case history, and
activity logs. Supported for both regular and SSO-authenticated users, although not
synced from the identity provider.
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Updating

Updating the XDR Forensics console
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Console Updating - SaaS

XDR Forensics offers flexible options for updating your SaaS tenant, ensuring you
always have access to the latest features and improvements.

Update Options

Customers can choose from the following methods to update their XDR Forensics
SaaS tenant via; Settings>Update:

1. Manual Update: Initiate the update by clicking the "Update" button within the
XDR Forensics Console user interface.

2. Automatic Updates: Enable the auto-update feature in settings to allow XDR
Forensics to update automatically when a new version is released.

3. Scheduled Updates: Configure updates to occur at a preferred time, minimizing
disruption to your operations.

SaaS - Automatic Backup Before Updates

XDR Forensics automatically generates a backup before every SaaS console update.
This eliminates the need for manual backups during the update process. If an update
fails, the system can roll back to the previous working state using this backup. This
capability ensures resilience and simplifies update management in our SaaS
environment.
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Features

Fast, remote, and scalable across the corporate network

Acquisition >
Auto Tagging & Tags >
Triage >
interACT >
Compare >
Timeline >
DRONE >
Investigation Hub >
Repository Explorer >
Evidence Repositories >
File Explorer >
Asset Isolation >
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Policies >
Off-Network Responder >
Responder Proxy Support >
Console Audit Logs >

127



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

Asset Isolation

Isolating assets during an investigation

Asset Isolation works by terminating all connections of an endpoint and not allowing
any new connections.

() When an asset is isolated, you can still perform tasks such as Acquisition, Triage,
interACT and Time-lining.

How it works

This feature uses a Kernel Mode Driver for performing the isolation and does not
depend on Windows Firewall.

) The isolation task is persistent. Even if you reboot an isolated machine from the XDR
Forensics Console, the asset will still be isolated after the reboot until you un-isolate it
from the Asset Details page.
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Acquisition

Data acquisition is the collection of forensically sound data from any computer
system (disk, external storage, memory, etc.). This data generally varies based on
the operating system installed on the computer or server. Acquired data often
needs to be parsed, stored, and presented in a human-readable format for further
analysis and investigation.

Data acquisition is the primary activity of most digital investigations. Before data
acquisition, the investigators generally identify the data they'll need. Since data or
evidence is an essential element of any investigation, investigators tend to take as
much as they can in the first instance to avoid, if possible, a second acquisition.
Therefore, the power of the digital investigation and DFIR solution is often
proportional to the acquisition capability and the features associated with it.

XDR Forensics provides easy-to-deploy and fast data acquisition capabilities with a
wide range of operating systems supported for the collection of 600+ forensically
sound data types. XDR Forensics provides remote data acquisition for on-premise,
cloud, and off-network devices. Thus, investigators can remotely investigate
multiple devices at speed and scale.

XDR Forensics supports a growing number of operating systems, including
Windows, Linux, macOS, ChromeOS, ESXi, and IBM AIX.

The results of XDR Forensics's Acquisition and Triage processes can be further
analyzed using DRONE's automated Post Acquisition Analyzers. DRONE's findings,
along with all collected artifacts, are then presented within the Investigation Hub.

The XDR Forensics responder needs to be deployed first to acquire data. All data
acquisition is performed according to the Data Acquisition Profile created before
the acquisition is started.

Data acquisition is classified into three categories: Evidence, Artifacts, and Network

Capture. Additionally, investigators have the flexibility to create custom content
profiles, allowing them to collect specific files or data from designated locations.
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At Cisco, we recognize the critical importance of maintaining a strong 'chain of
custody' when it comes to the collection and handling of evidence. That's why we
employ SHA-256 hashing in combination with RFC3161 digital timestamp
certificates. This approach serves to safeguard data content and offers assurance
regarding the precise timestamp of the content's creation, as well as a guarantee
that it has remained unaltered.

Read more about RFC3161 and the secure way XDR Forensics maintains a strong

chain of custody here: Protect Your Chain Of Custody With Content Hashing And
Timestamping »
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Acquisition Profiles

Acquisition profiles in XDR Forensics define the specific types of data to be

collected during an acquisition task. These profiles enable you to customize and

streamline data collection to meet the unique requirements of your investigation.

Saved within the XDR Forensics Libraries, acquisition profiles can be easily shared,

reused, or edited for further refinement, ensuring efficiency and consistency across

investigations.

Using '‘Out-of-the-Box' Acquisition Profiles

= Libraries
A Home Acquisition Profiles 30
Triage Rules 245
Wy Assets 9
interACT Files 7
E Cases
Auto Tagging Rules 44
( g Libraries ) Finding Exclusion ... 66

B Custom Flag Set
@ Repository Explorer

a- Integrations

il Activity

E| Tasks
<, Timelines

O Cloud BETA

Acquisition Profiles: Built-in Profies

43

Acquisition Profiles

Acquisition Profiles

= Advanced Filters

% Event Logs

% Baseline Acquisition for Comparison

3% Compromise Assessment

ax Full

% Browsing History

> Memory (RAM + PageFile)

% Quick

System

System

System

System

System

System

System

8 years ago

8 years ago

8 years ago

8 years ago

8 years ago

8 years ago

8 years ago

00:12:49

00:11:07

00:17:35

00:33:25

00:11:24

00:05:18

00:10:47

4 months ago

2 days ago

aday ago

aday ago

5 months ago

20 days ago

14 days ago

As shown above, XDR Forensics comes with several predefined acquisition profiles

that you can use immediately, for example:

1. Quick: Designed for fast data acquisition with essential evidence types.

2. Full: Collects a comprehensive and rich set of data from the assets.

3. Compromise Assessment: Focuses on indicators of compromise and
suspicious activity, defined by the XDR Forensics threat hunting team.
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These 'out-of-the-box’ profiles are ideal for common scenarios and provide an ideal
quick start for your investigations.

Creating your own Acquisition Profiles
To create your own custom acquisition profile, follow these steps:
(1) Navigate to Acquisition Profiles:
* Go to the "Libraries > Acquisition Profiles" section from the main dashboard.
(2) Create a New Profile:

e Click on the "+ New Profile" Action Button.

* Provide your new profile with a name that will help you identify its purpose later.
(3) Select the Operating System(s) for your new profile:

* Windows
* Linux

* macOS
* IBM AIX

* Or a cross-platform eDiscovery collection
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New Acquisition Profile X

Name *

My New Profile

Organization *

--All Organizations-- -
BR Windows Collection ) >
& Linux Collection >
.' macOS Collection >
@ 18M AIX Collection >
kQ e-Discovery Collectionj >

Cancel Save

Acquisition Profiles: Supported platforms and eDiscovery option

(4) Select Evidence Types:
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* XDR Forensics supports an ever-growing number of evidence types for
collection and presentation in the Investigation Hub. To build your profile,
choose the data you want to collect from the extensive options grouped under
the following five tabs:

o Evidence List

= System artifacts (e.g., registry hives, event logs)
o Artifact List

= Application artifacts such as server Logs, RMM, AV tools, etc
o Event Log Records

= XDR Forensics allows users to collect and present event logs or define
specific channels for log collection. (product-
platform/features/drone/analyzers/windows-analyzers/windows-event-
records-and-how-they-are-handled/))

o Custom Content Profiles

= Select bespoke file locations for collection.

() Custom Content Profile Path Tips
e |[f using "Files and Folders Recursively", no need to end paths with * .

e You can omit the drive letter — start from the folder name (e.g., Program

Files\Common Files ).
e Use x* forrecursive matching:

o C:\Users\#*\.txt collectsall .txt files under that path.

o xx\malware.exe (Oor #*x/malware.exe on Unix) finds all malware.exe files
system-wide.

e Windows paths canuse / or \ — both are supported.

* Network Capture
Network Flow captures TCP/UDP connections and stores them as a CSV.
PCAP will capture IP packets and save them as a PCAP file.
The duration of the Network Capture is determined by the user.
o osquery

= Use osquery language to capture data.
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New Acquisition Profile

Marme *
My New Profile
Organization *

--All Organizations--

B Windows Collection

Cisco XDR Forensics Knowledge Base

(Evincncc List Artifact List Event Log Records Custom Content Profiles Matwork Captura

Selected 3 /183 Collapse All
B System (21)

B crash Dump Information

Recycle Bin Information

N
Q

Collect information about crash dumps

Collect information about items in recycle bim

System Restore Points Information Collect information about system restore points
Drivers List Collect driver list

B Running Processes and Modules Collect running processes and modules list

H Antivirus Information Collect information about installed antivirus

DMNS Servers Collect DMS Server addresses

Acquisition Profiles: Choose items for collection from the 6 tabbed groupings

¢ (5) Save the Profile:

o Once you have configured all the necessary settings, click "Save" to create
your custom acquisition profile.

Managing Acquisition Profiles

* Edit Profiles: You can edit existing profiles by selecting the profile and making
necessary changes.

¢ Delete Profiles: Remove profiles that are no longer needed to keep your list
organized.

* Duplicate Profiles: Create a copy of an existing profile to use as a template for a
new one.

¢ User Privileges for acquisition profiles can be managed via ‘Settings > Roles’
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Best Practices

* Check Profiles: Ensure your acquisition profiles are up-to-date with the latest
evidence types and investigation requirements.

¢ Test Profiles: Test new profiles in a controlled environment to ensure they
collect the intended data.

¢ Average Time Taken: In the Acquisition Profiles table, you can see the ‘Average
Time' taken by each profile. This can be useful when considering the
performance and efficiency of individual profiles.

* The Profile Types column provides a quick visual reference to indicate which
operating systems—Windows, Linux, or macOS—are supported by each
acquisition profile.

Mcquisition Profiles

Acquisition Profiles

o] rch in ‘Aa Fr Advanced Filters *J) Rel

¥ Event 4663 only 8y TimThome 5 months agof 001512 H &5 Tim Thome

% Windows temp collection € Craig Guym 7 months age| 00:17:14 H C  Craig Guym

++ event log records only E‘% Tim Tharne 7 months ago|  00:01:40 ] 3% Tim Thorne

. N . @ Details

% Memory (RAM + PageFile) 5 System 9 years ago 00:05:18 m A c
(®  Duplicate
& Delete

% EventlLogs S System 9 years ago 00:12:49

i+ Browsing History § System 9 years ago 0011024 Tim Thome

i+ Full § System 9 years ago 00:33:25 Craig Guym

% Compromise Assessment 5 System 9 years ago 00:18:19 o A 5 Steve Jack:

w5 Quick 5 System 9 years ago 00:10:47 "R W E Emra

Acquisition Profiles: Average time to run profiles and action button to duplicate the profile.
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By using acquisition profiles in XDR Forensics, you can efficiently gather relevant
data for your investigations, saving time and ensuring comprehensive evidence
collection.
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Chain Of Custody

How XDR Forensics Protects your Chain of Custody with content hashing and
RFC3161 Time-stamping

At XDR Forensics, we use SHA-256 to hash all of the files collected by XDR
Forensics, and then we take this to the next level. We achieve this by further
hashing our .ppc collection file and sending that value to a Trusted Timestamp
Server to generate a certificate.

This not only proves that the report and all of the data associated with it exist
exactly as it did on acquisition, but it did so at the date and time notarized by a
Trusted Timestamp Authority (TSA) certificate.

Thanks to RFC3161, you can not only prove that the data content is 100% intact, but
also that the date and time of collection are guaranteed.

Trust in RFC 3161

Request for Comments (RFC) is a system that has been adopted as the official
documentation of Internet specifications, communications protocols, procedures,
and events. Used initially to record unofficial notes related to the ARPANET project
in 1969, the system is now considered a standard-setting body for the Internet and
its connected systems.

A published RFC will undergo a review and revision process, overseen by several
groups, including the Internet Engineering Task Force (IETF), a large, open
international community of network designers, operators, vendors, and
researchers. As part of their collective role, they review the evolution of everything
related to the development of internet architecture and the smooth operation of the
internet. A list of RFC 3161-compliant Time Stamping Authorities (TSAs) can be
found here. 2 When choosing TSAs, users may want to consider whether their
implementation of RFC 3161 has been qualified by organizations such as elDAS
(Electronic Identification and Trust Services).
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RFC3161 defines how trusted timestamping leverages public-key cryptography and
the Internet X.509 Public Key Infrastructure Time-Stamp Protocol (TSP) sets the
required protocols for standardization.

One way to use a TSA allows a requestor to take the hash they've generated for the
total of their collected data set, send that hash to the TSA, and receive in return a
Timestamp Request Token (TST). This TST can be saved and, at any later time,
used to verify both the content of the collection and the date and time at which the
collection took place.

The RFC 3161 capability is not unique and is available from a whole range of
independent third parties. This is important as any in-house time-stamping process
could be open to challenge or criticism due to its lack of independence or verified
accuracy.

How does this work in XDR Forensics?

In the XDR Forensics platform, when you send a collection task to an asset's
responder, the responder will build the collection on the asset in a directory named
‘Cases’. This collection is in a .zip file, with a filename that starts with the date and
time of the collection. If you expand the .zip file, you'll note that the collected data
has been added while maintaining the directory tree structure. This is good news if
you want or need to further investigate the collection in other forensic solutions.
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Chain of Custody: Collection directory structure

At the root of the collection shown above, you can see the Case.ppc file. This is
another .zip container, and if you expand this, you can inspect the contents.

The hash values for the collected files are available in the Investigation Hub, from
where they can be exported as a .csv file:
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Event Records 22,508
Content'C sersilab\ppDatetLocelMicrosoftWindows\WebCacheW01res00001 _jra
Event Records Su... 201
Content\CWUsers\lab'AppDats LocehMicrosoft'Windows\WebCache'W01res00002_jrs

Firewall Rules 552
ContentvC\Wsers\lab\AppDate\LocahMicrosoft\Windows\WebCacheW01tmp.bog
Hashes

Content\CWUsers\lab\AppDats\LocelMicrosoft'Windows\WebCache'WebCache01.dat

Installed Applications 12

ContentyC'Windows' Prefetchi IR EXE-FFB22657 pf

Mabisimels

Hash

& & & @ @ o P

® & ® ©

604427100909267 caf271 382296081 aT=1b5E8al ebefdE1fBbidc 350

d2bd7049615a800033efedb1 1dal4eb5256ca3ai8adlT7aaddd247 04

40cEEfTbdfcbf5d30ac8a80a1 01987 BebfdE02cd OfcdDE 1 a4 0215 15aE

a173bat3cdledtnf=00a04d4: 363066401 f350fcb1 eb 03283 fb 2284

Tddcdadesd dd1{7cBE1 ed 103628 ddafEs1a05d7E340:922341da03a8

078542 fef 207 s06baE 166566580033 2ded6d5d1 3546327 d30daadEd

07854d2af207a080aR16B5680c332de845d1 34546527 d30daadEd

10¢5b93c001b3d2d 1dSfcbdobb453a8alE VY aacclealTabfifebad 160

983232e00f7c31a28bac7 073082022056 TR0Td1a1 3225418202740

d5211c242323 34:3d4504 Dded 3052 1e51030e82c65327 24780

Chain of Custody: Hashes of acquired files are located in the Investigation Hub

With XDR Forensics, RFC 3161 timestamping is enabled by default. This means the
hash value of your collection. ppc file is sent to the TSA, and their TST response is
automatically saved as metadata for that collection in the XDR Forensics console.

You can download and verify the TST from here at any time you or others need to.
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Home Assets Win10-002 Acquisitions

Asset Tasks { 3 Acquire Evidence } { @ Triage ] [ >_ interACT } { More Actions v

@ Online | [JJ Computer

Q_ search... = Advanced Filters & Import

Name Status Duration

(IR

Acquisition: Compromise Assessment - All 0S - |

»¢ DayOne Acquisition 044 Completed L & B 00:26:30
Acquisition: Compromise Assessment [5 E——
s May_ 19_2025_A Acquisition 002 Completed L & B 00:32:25
Acquisition: Compromise Assessment [4 o
L Name case.ppc
> May 19_2025_A Acquisition 001 Completed
Acquisition: Compromise Assessment [ cn 1916
Case Directory
05. i3
¢ Acquire 5 reproduction Completed
Acquisition: All Evidence without Memory [4 Signature (RFC 316
1 & Download
x& Crypto mining Acquisition 002 Completed
Acquisition: Compromise Assessment (5 Size 6.55 MB
3¢ Mercedes Acquisition 001 Completed fbi
Acquisition: Compromise Assessment [ Path re: ac6-be99-
d1 -77fa-
st NEOM Acquisition 001 Completed 4z —e

Acquisition: Compromise Assessment [5

c0d292d7a3188207027e7b686383

- Hash 2e76add4381195611c698b7805¢c27
s Wazuh_Log Acquisition 002 Completed 8117631
Acquisition: wazuh_Revised [4
Mime Type application/octet-stream
& Wazuh_Log Acquisition 001 Completed o UUUUZE

Acquisition: Wazug_32_64 [4

Chain of Custody: Metadata button reveals RFC 3161 download

You can also disable the RFC3161 Timestamping functionality at any time via the
XDR Forensics Settings > Features page.

How to verify the .ppc via the RFC 3161 Timestamp
Token

To verify the .ppc via RFC 3161, the first step is to download the TST from the
metadata button in the XDR Forensics asset details > Task tab (as shown in the
screenshot above, labeled "Metadata button reveals RFC 3161 download").

In the example below we have changed the name of the TST to 'RFC3161
timestamp.tsr’ and saved it to the downloads folder.
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We can then open a shell session and change the directory to the downloads folder.
To see the information in the TST Run: openssl ts -reply -in RFC3161\

timestamp.tsr -token_in -token_out -text and in the output, you'll see the hash
of your .ppc and the Timestamp

9 @ % Downloads — -zsh — 80x24

5 -reply -in RFC3161\ timestamp.tsr -to

Chain of Custody: openssl used to view ppc hash and timestamp

To verify this TST, we now need to download the root certificate from a TSA:
https://cacerts. XXXX.com/XXXXtAssuredIDRootCA.crt.pem 7.

We will also need the following TSA certificates from the TSA server to build a
‘chain certificate'. In this case, | took the content of each .cer file, in the order
shown, and concatenated them into one file that | named ‘CHAIN.pem".
TSACertificate.cer 7

XXXXTrustedG4RSA4096SHA256TimeStampingCA.cer 7

XXXXTrustedRootG4.cer ~
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With all these files remaining in the same directory, | then ran the following
command to verify the TST: openssl ts -verify -CAfile
XXXXAssuredIDRootCA.crt.pem -untrusted CHAIN.pem -data TASK.ppc -in
RFC3161\ timestamp.tsr -token_in

[ NN % Downloads — -zsh — B0x24

s -reply -in RFC3161\ timestamp.tsr -to

tion: OK

CTmMehorne@c imenorne dowWnle

Chain of Custody: openssl with certificate chain used to verify TST

This simple verification ‘ok’ message confirms that the TST is correct, indicating
that my data is sound and that it existed at the date and time shown by the
timestamp

Conclusion - Robust best practice

Thanks to the RFC 3161 and SHA-256 hashing features of XDR Forensics, it's now
possible to prove that not only is your data content 100% intact but that it existed at
a particular moment in time. So we can now be sure that we know exactly what was
collected and when it was collected. In short, RFC 3161 provides immutable
timestamping for an effective chain of custody to maintain forensic integrity.
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(1) AIR agent instructed by the web-console/investigator to
collect data from endpoint(s)

If an external evidence repository has been selected the
collection is despatched there (SMB share, SFTP, FTPS or to

(2) Collected data is saved to endpoint and hashed locally. A.csv b
an S3 bucket or Azure blob) along with a copy of the .ppc

file is built locally listing all of the hashes as they are generated.

(3) A .ppc file is generated locally which includes the hashes.csv and
it is finalized once collection is completed - the .ppc is then sent to
the AIR console

The Timestamp Request (TSR) results in
a Timestamp Token (TST) being saved to
the XDR Forensics console

(4) Hash of .ppc sent to api.binalyze.com J

(5) api.binalyze.com sends the .ppc hash to the trusted TSA
as a Timestamp Request (TSR)

[ (6) TSA generates a Timestamp Token (TST) and responds with to api.binalyze.com

{ (7) Api.binalyze.com saves the TST to the console database

(8) Now, or at anytime in the future the TST can be downloaded from the AIR console and verified using
certificates provided by the TSA

Chain of Custody: Process flow to receive a TST in XDR Forensics
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Disk and Volume Imaging

The acquisition of physical disk images and volume images can be done via an
Acquire Image Task in the Ul or by using commands in an interACT session.

In addition to NTFS and FAT, XDR Forensics also supports the logical imaging of
ext4 and ext3 volumes, as well as physical disk imaging, which is possible from all
operating systems supported by the XDR Forensics Responder.

When performing forensic disk imaging on Mac devices with T2 or later chips,
obtaining a physical disk image of APFS volumes is often ineffective. This is because
the data on these disks is encrypted, and decryption is exclusively managed by the
chip that originally encrypted the data. Consequently, decryption can only occur
during the acquisition process using that specific chip.

For most investigative purposes, a logical collection of files using XDR Forensics
acquisition profiles typically provides sufficient information. This method, supported
by XDR Forensics, enables investigators to access and analyze the file system and its
contents efficiently, thereby bypassing the complexities associated with Apple Silicon
APFS-encrypted physical disk images.

In the XDR Forensics Ul you select Assets from the primary menu and then in the
Asset Info window when you select the Asset Actions button a drop-down menu
appears listing the actions that can be applied to that individual asset. Acquire
Image is one such option:
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= JackWhite ¢ Winto-002
. Asset Info [ 3% Acquire Evidence } [ @ Triage [ >_ interACT ]
() Info
Online | [Z) Computer
Tasks 1109 & Acquire Image
©  AutoTag
Acquisitions 401 General Info
9 % Timeline >
Triages 73 Device Name Win10-002 @ Compare
= interACTs & Label JackWhite
& Isolate
Comparisons 238
@ P Organization B Compromised ORG O Reboot
Others 47 () Shutdown
# IP Address 172.69.136.179
Scheduled Tasks 4 ®  Exclude From Updates
Network Interfaces Ethernet
il Acquisitions 3 @ Update Responder >
Triages 1 Platform EE Windows & Collect Logs
E' &  Uninstall Responder
Others 0 Connection Route Direct connection to the AIR Console
B  Uninstall Responder and purge console data
< Cases 182
Tags @ AR.exe X @ demotodayx ® CCx ® CVE-2024-43491x v
Open 21
-

Disk and Volume Imaging: Acquire an image from a single asset

The Acquire Image wizard will now walk you through the steps needed to take a
forensic image from the asset:

1. Choose a Task Name.
2. Select or create a case to which the image should be associated.

3. Choose either the Volume or Disk tab (note that the size is displayed, so you
can ensure the Repository has enough free space to hold the collected image).

4. If there is more than one disk or volume, you can select the desired one by
searching, filtering, or manually selecting it.
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Image Acquisition X
@ Asset (1) @ Setup

Task Name

Leave empty to auto-generate

Case

Task Start Time

@ Now

Schedule for later

Drives Collapse
[ Volume Disk] [ )
Q, search = Advanced Filters Select All
Win10-002

-7 GB free of 84.15 GB

E: 12.29 KB free of 1.07 GB

Disk and Volume Imaging: The Volume and Disk tabs

Having chosen what is to be imaged, you can now configure/set up the image file:
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1. Select an Evidence Repository to which the image file can be saved.

2. Select your image format, RAW (dd) or EWF2 (Ex01), which is currently
supported.

3. For RAW (dd) only, a toggle switch provides users with the option to enable or
disable the consolidation of physical disk or volume image files into a single zip
file, eliminating the need to split them into separate chunks.

4. For RAW (dd), if the 'single zip file' option is not toggled on, users will have the
option to choose the size of image file chunks. If you want to use XDR
Forensics's File Explorer to browse the image file, the image must be supplied
to XDR Forensics from an SMB, SFTP, an Amazon S3 bucket, or Azure Blob
Storage shared location, where it needs to be saved as a single contiguous
RAW file or an EWF file which can be segmented. (product-
platform/features/file-explorer/))

5. Users can also choose to skip a configurable number of bytes before starting
the imaging process.

Configuration Collapse
Single Zip File
Start Offset Unit
0 GiB -

Skip n bytes from the beginning of the input before copying
Chunk Size Unit

] GiB -

The maximum number of bytes to split read data in chunks {segments)

Disk and Volume Imaging: Configuration setting for the image files

In the 'Resource Limits' section, as with other XDR Forensics taskings, you can set
limits on the network bandwidth used during the image acquisition process.
Meanwhile, the 'Compression and Encryption' section provides options for
conserving storage space and enhancing the security of the gathered evidence.

The output of your imaging task will be located in the evidence repository you
selected when building the task in the wizard. The metadata associated with the
acquisition will also be found there and this is explained here: Understanding errors
documented in the metadata.yml file
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The acquired image can be investigated using the XDR Forensics File Explorer.
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Imaging with interACT

interACT has an imaging command with several options/switches to allow users to

read a disk or volume and write its contents out as a .dd file. As seen on the

previous page, this can also be done from the XDR Forensics Ul but remains here in

interACT for those who prefer to image from the command line.

interACT Imaging Options

10

11

12

--1list, -1 list available disk/volume
devices (default: false)

--input value, -i value read disk device from given
input

--output value, -o value write output file(s) to a

repository or directory. Use 'repository' to upload to evidence
repository set at session start

--max-chunk-size value, -c value maximum chunk size in bytes
or use suffix K,M,G. Use 0 to use dynamically calculated chunk size
(default: "512M")

--chunk-retry-count value, -r value number of retries for chunk
creation attempts when output is repository. If output is a
directory, this flag is ignored (default: 1024)

--start-offset value, -s value start offset in bytes or
use suffix K,M,G (default: "O")
--max-chunk-count value, -n value maximum number of chunks to

create. 0 value dynamically calculates the number of chunks
(default: 0)

--block-size value, -b value input block size in bytes
or use suffix K,M,G. This must be multiple of logical sector size.
Bigger values will result in faster reads but will skip the same
amount of data on each read if read error occurs. 1M is a good
value for most cases. (default: "1IM")

--file-prefix value, -p value prefix for output file
name(s)

--N0O-pPIOXYy bypass proxy if enabled
while transferring file to a repository (default: false)

--bandwidth-1imit value maximum bandwidth limit in
bytes or use suffix K,M,G (default: "0")

--help, -h show help

Here is an example of an imaging command in its simplest form:
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image -1 E: -o OutputFolder2

In this command, the -i flag is used to specify the input source for the image
command.

Here's a breakdown of the command:

* image : This is the name of a command or script that is used to create an image
(a copy) of a disk or volume.

e -i E: :This flag specifies the input source for the image creation process. In
this case, E: represents a disk or volume identifier on the system. It indicates
that the image creation process should target the contents of the disk or volume
associated with the drive letter E: .

®* -0 OutputFolder2 : This flag specifies the output destination for the image file.
The image file generated by the command will be stored in the OutputFolder2
directory.

Imaging output and the metadata.yml file

To inspect the results of the command shown above, image -i E: -o
OutputFolder2, we can navigate to the folder using interACT and list the contents
as shown below:

air@JackWhite:C:\Users $ cd OutputFolder2
C:\Users\QutputFolder2
air@JackWhite:C:\Users\OutputFolder2 $ 1s
C:\Users\OQutputFolder2:

ModTime Size Name

2024-03-20T09:29:30 670 kB image.001.zip
2024-03-20T09:29:34 522 kB image.002.zip
2024-03-20T09:29:34 541 B metadata.yml

Imaging with interACT: Output and associated metadata file
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In this case, we see that there are two image chunks; image.001.zip and
image.002.zip, along with a file named metadata.yml. This file exists in your output
folder even when you use the XDR Forensics Ul to image a disk or volume.

This metadata file can be read in the shell with the 'cat' command. It provides
information about your image including the source, imaging start and end times,
size, and hash values:

air@lackWhite:C:\Users\OutputFolder2 $ cat metadata.yml
Hostname: Winl0-002
Source: "\\.\E:'
Target: C:\Users\OutputFolder2
StartTime: 2024-03-20T09:29:27.1737139-07:00
BlockSize: 1048576
StartOffset: @
Duration: 7.6099484s
ChunkSizeInBytes: 536870912
BytesRead: 1073737728
ReadDuration: 451.5243ms
SeekDuration: @s
BytesWritten: 1073737728
NumberOfChunks: 2
WriteDuration: 7.1373425s
Compression: true
Encryption: false
Hash:
MD5: fca9b2842db5decdf894327adfd4aled9
SHAl: ad6a937e97fa73e64d6d0fdabb0a357ca®lc9df4
SHA256: eeb5961f8f83ae3d70495831da307d429c6ffe881364c5396da76408a8ad8224
air@lackWhite:C:\Users\OutputFolder2 $ |

Imaging with interACT: Contents of metadata.yml

Understanding errors documented in the
metadata.yml file

From time to time all imaging tools will have issues with areas of the the disk that
can not be read. In such cases, XDR Forensics will report errors in the metadata.yml
file and they will be recorded as shown below:

153



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

metadata:
Hostname: Winl0-002
Source: '\\.\E:'
Target: C:\Users\OutputFolder2
StartTime: 2024-03-19T19:58:21.2390559-07:00
BlockSize: 1048576
StartOffset: 0
Duration: 7.734205s
ChunkSizeInBytes: 536870912
BytesRead: 1073737728
ReadDuration: 466.9625ms
SeekDuration: Os
BytesWritten: 1073737728
NumberOfChunks: 2
WriteDuration: 7.249291s
Compression: true
Encryption: false
Hash:
MD5: fca9b2842db5decdf894327adfd4aled9
SHALl: ad6a937e97fa73e64d6d0fdabb0a357ca0lcodf4d
SHA256:
eeh59611f8f83ae3d70495831da307d429c6£fe881364c5396da76408a8ad8224
ReadErrorTable:
Exrrors:
0: error-1
1: error-2
Regions:
- Offset: ©
Size: 1048576
RefError: 0
- Offset: 2097152
Size: 1048576
RefError: 1

This imaging metadata report outlines the process and outcome of an imaging
operation carried out in XDR Forensics. The report provides details about the
operation, including the source, target, data transfer metrics, and errors
encountered. Let's break down the key parts and interpret the errors mentioned in
the report:

Basic Operation Details
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* Hostname: Win10-002 indicates the machine name where the operation was
performed.

* Source: '\.\E:' shows that imaging was done from a device mounted at E: (likely
a disk drive).

* Target: C:\Users\OutputFolder2 is where the imaged data was written.
e StartTime: The operation started on March 19, 2024, at 19:58:21 local time.
* Duration: It took approximately 7.73 seconds to complete.

* Compression: Enabled, indicating the data was compressed during the imaging
process.

* Encryption: Not used during this imaging operation.

Data Transfer Metrics

* BytesRead and BytesWritten: Both are 1,073,737,728 bytes, indicating that a bit
over 1 GB of data was read from the source and written to the target.

* NumberOfChunks: 2 chunks of data were processed, aligning with the bytes
read/written and chunk size.

* ChunkSizelnBytes: Each chunk was 536,870,912 bytes, about 512 MB, which
fits the total data size indicating two chunks were necessary.

* ReadDuration and WriteDuration: Reading took under half a second, whereas
writing took the majority of the operation time (about 7.25 seconds).

Errors and Their Implications

The ReadErrorTable section is particularly noteworthy as it outlines issues
encountered during the read operation:
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* Errors Listed: Two errors, error-1 and error-2 , were encountered during the
imaging process.

* Regions Affected:

o The first error occurred at the very beginning of the read operation (Offset:
0), affecting 1,048,576 bytes (1 MB).

o The second error occurred after skipping the next 1 MB chunk (notably
absent from the errors), affecting the third 1 MB segment of data (Offset:
2,097152).

Interpreting the Errors

* The presence of read errors in specific regions suggests issues with the source
device at those locations. This could be due to bad sectors, physical damage,
or corruption within the disk's storage.

* The operation continued despite these errors, which is common in forensic
imaging processes where the goal is to recover as much data as possible, even
in the presence of damaged or inaccessible areas.

* The absence of errors for the second 1 MB segment (from 1,048,576 to
2,097,152 bytes) indicates that not all regions of the source had issues,
highlighting the localized nature of the problems.
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Scheduling Tasks

Proactive DFIR and automated threat analysis by scheduling XDR Forensics
Evidence Collections

Scheduling tasks in XDR Forensics not only enables the automation of acquisitions
and DRONE analysis, but it transforms XDR Forensics into a proactive DFIR
platform. By setting up scheduled tasks for regular collections and automated
DRONE analysis, XDR Forensics can proactively identify issues that might well go
unnoticed by other security systems.

Instead of waiting for alerts from external sources, XDR Forensics takes the
initiative to regularly collect and analyze assets according to a predefined schedule
and acquisition profile. This proactive approach allows organizations to stay ahead
of potential threats and vulnerabilities by detecting issues early on, even before
they manifest as security incidents.

By integrating task scheduling into security operations, organizations can enhance
their defense strategies and strengthen their overall security posture. Additionally, it
ensures that the 'best evidence' is automatically acquired and forensically
preserved, facilitating further investigation when needed.

Investigators simply use the tasking wizard to schedule tasks for the following
activities:

* Evidence collections.
* Triage/Threat Hunting.
* Disk and Volume Imaging.

* Auto Asset Tagging.

To set up a scheduled task, please follow the steps below:

Step 1- Assets
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1. Choose the Asset(s) on which you wish to schedule tasks - the Bulk Action Bar
will be available if you choose more than one asset.

2. Create a Task Name if required.
3. Allocate the task to a case.

4. Select 'Schedule for later'

Evidence Acquisition X
@ Asset (1) @ Setup

Task Name

Case

Task Start Time
Now

@ Schedule for later

Schedule Collapse

Timezone:
@ Use asset's timezone

Select timezone

Start Time

2025.06.1114:40

Repeat

Scheduling Tasks: Schedule for later

Step 2 - Setup
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1. Select the time zone that determines when the task is executed. You have the
flexibility to execute the task in the local time zone of each selected asset or
simultaneously across all assets by choosing a single time zone.

Select a start date and time for the task.
If required, toggle the Repeat switch on and set the cadence or recurrence rate.

Select when or whether you want to end the schedule.

a & 0D

Lastly, choose the acquisition profile you wish to apply to the scheduled task.

Note: Scheduled tasks cannot be repeated within a "Case". This is because there is no
destination for the task results when a Case is closed, leaving them without a location
to be sent to.

Task Start Time

Mow

(®) Schedule for later

Schedule "/ (1 ) Collapse
Timezone:

@ Use asset's timezonea

Select timezonea

Start Time “' (2)
2024.03.22 07:25
. Repeat “_ (3 )
Recurrence
Draily i

(4)

Repeat Every

1 dayis)

End Repeat
(@) Mever

an 2024.03.22 07:25

(5)

After oCCUrrences

Acquisition Profile *

Compromise Assessment i

Scheduling Tasks: Setting up the scheduled task
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User Privileges for Task Scheduling:

e XDR Forensics administrators can now restrict users from scheduling tasks or
editing existing ones:

o Schedule Task: Enables users to "Schedule for later." Without this privilege,
this option is disabled, and a tooltip explains the restriction.

o Update Scheduled Task: Allows users to edit scheduled tasks. If this
privilege is not granted, the "Edit" button is disabled, accompanied by an
explanatory tooltip.

Step 3 - Customization

* This step allows you to use the policies already set as an organizational policy
or, if you have the necessary privileges, make changes to:

e Where the collected evidence is to be saved.

* Apply a Resource limit to the task assignment to reduce potential impacts on the
asset.

* Enable compression and encryption to be applied to the collected evidence.
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Evidence Acquisition X

@ Asset (1) @ Setup @ Customization

Customization Options
Use options provided in policies

@ Use custom options

%4 Save Collected Evidence To Collapse

B2 Windows [\ Linux @ macOS

@ Local

Evidence Repository

Path * Direct Collection ._ Automatically Select Volume

Binalyze\AIR\

%5 Resource Limits Collapse

CPU *

100

v

The maximum amount of CPU that the AIR Responder will be allowed to consume for a given task

Bandwidth Unit

Unlimited GiB/s v
Disk Space © Unit

Unlimited GiB v

Collects evidence until the specified space on the disk left

%5 Compression & Encryption Collapse

r Compress Evidence

Encrypt Evidence Password @

Scheduling Tasks: Customization of options

Step 4 - Analysis

In this final step, you can enable or disable the DRONE and MITRE ATT&CK
Analyzers.
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We highly recommend keeping both analyzers active as they have minimal impact
on resources. The MITRE ATT&CK analyzer runs on live assets and, when combined
with other analyzers, facilitates immediate identification of potentially compromised
assets. This allows for efficient prioritization of investigative efforts.
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Evidence Acquisition

@ Asset (1) @ Setup

Analysis

3 DRONE

Search Keywords

Cisco XDR Forensics Knowledge Base

@ Customization

X

@ Analysis

B

X Import Keywords (.txt) ]

[  MITRE ATT&CK Analyzer Up todate (95.0)

v Reconnaissance v Resource Develop... v Initial Access v Execution

v Persistence ~ Privilege Escalation + Defense Evasion

v Discovery v Lateral Movement v Collection v Exfiltration

v Command and Co... v Impact

Analyzers
== Generic WebShell Analyzer
Vulnerability Analyzer
A
Dynamo Analyzer
[ ¢ Application Analyzer

DNS Cache Analyzer
Hosts File Analyzer
Network Share Analyzer
Prefetch Analyzer
Registry Analyzer

Windows Services Analyzer

AppCompatCache Analyzer

Ransomware Identifier

Amcache Analyzer

Downloads Analyzer

$MFT Analyzer

Process Analyzer

ShellBags Analyzer

User Folders Analyzer

Event Records Analyzer

Browser History Analyzer

Scheduled Task Analyzer

v

MITRE | ATT&CK'

v Credential Access

Deselect All

Powershell History Analyzer

Back This task will start at 2025.06.11 14:47 (Asset's Timezone) Schedule Task

Scheduling Tasks: Toggle options for DRONE

The results of all tasks, along with their associated
reports, are accessible via the Investigation Hub.
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Links to these reports within the Investigation Hub can be found in the following
three locations:

1. Tasks, via the main menu.
2. The page for the individual Asset > Acquisitions.

3. And finally, Case Acquisitions, if the task is sent to a Case.

() Tasks scheduled through the console will execute as planned. However, if an asset is
offline at the scheduled time, it will automatically receive and carry out the task upon
its next connection.

How to edit existing Scheduled Tasks

Managing scheduled tasks has never been easier. The Edit Scheduled Task feature
allows you to modify existing scheduled tasks, eliminating the need to cancel and
reconfigure them.

You can easily add or remove assets without needing to restart the task, saving
valuable time and enhancing workflow efficiency. After selecting the assets, you
can then update the task setup, customize options, and manage follow-up actions,
streamlining the task management process for a smoother and faster workflow.

To modify a scheduled task, go to your Task listings page and filter by Status >
Scheduled to display only the scheduled tasks:

From the filtered results, selecting the ‘eye’ icon presents you with the Task Details
and the ellipse with Edit or Delete Task options:
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Home Tasks

Tasks

Q, search in 'Tasks = Advanced Filters n Clear

Name Status Type Created At Actions

>% Acquisition 001 Scheduled Acquisition

@& Monthly_Compliance_Check_Comp: Cancelled Triage 3 months ago

. o @ Edit Task
¥ Acquisition 003 Completed Acquisition 9 month

[51 Delete Task

@& Triage 003 Completed Triage 9 months ago @

Scheduling Tasks: Edit or Delete Task options

The Edit Scheduled Task Wizard will now open, allowing the user to toggle off the
"Only Selected Assets" switch (as shown below). This now reveals all other
available assets that can be added to the scheduled task:

Edit Schedule Evidence Acquisition X

@ Assets (2)

Asset Selection *

Q, Search in 'Assets' = Advanced Filters . Only Selected Assets
[ JackWhite 172.69.136.184 B Windows

& WebServer 172.69.136.184 £\ Linux

Scheduling Tasks: Select the assets requiring an edit to scheduled task

Step 2, the Setup, allows you to edit the Task Name, the Schedule, and even the
acquisition profile to be used:
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Edit Schedule Evidence Acquisition

@ Assets (2) @ Setup

Task Name *

Acquisition 001

Schedule

Timezone:
Use asset's timezone

@ Select timezone
Europe/Amsterdam (UTC/GMT +02:00)

Start Time

2025.04.0113:04

L Repeat

Recurrence

Monthly

Repeat Every

A
1 - Mmonth(s)

Repeat On

1 : day of the month

End Repeat

@ Never

On 2025.03.20 13:04

After 1 occurrences

(Acquisition Profile *)

Compromise Assessment

Back

Scheduling Tasks: Edits

Cisco XDR Forensics Knowledge Base

Collapse

Steps 3 and 4, Customization and Analysis, are fully configurable, allowing you to

edit the scheduled task as needed.
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Supported Evidence

These pages categorize the supported evidence and artifacts by OS, indicating
whether each item is parsed and presented in the Investigation Hub and/or if the
associated file is collected.

Windows Collections >
macOS Collections >
Linux Collections >
IBM AIX Collections >

The table below provides a count of the currently supported evidence and artefact

items
Collection Type: File Count
Windows artifact 19
Windows evidence 191
macOS artifact 27
macOS evidence 175
Linux artifact 25
Linux evidence 135
AlX artifact 7
AlX evidence 19
Grand Total 698
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IBM AIX Collections

XDR Forensics supports the following IBM AIX Evidence and Artifacts

IBM AIX Evidence List
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10

1

12

13

14

15

16

17

System

System

Disk

File System

Processes

Users

Users

SSH

SSH

SSH

SSH

Network

Network

Other Evidence

Other Evidence

Other Evidence

Other Evidence

Cisco XDR Forensics Knowledge Base

Cron Jobs

ULimit Information

Mounts

File System
Enumeration

Processes

User Groups

Users

SSH Known Hosts

SSH Authorized
Keys

SSH Configs

SSHD Configs

Hosts

DNS Resolvers

YUM Sources

YUM History

SUID Binaries

Shell History

Collect cron jobs

Collect ulimit
information

Collect mounts

Dump file and folder
information.

Collect process list

Collect user group
list

Collect user list

Collect SSH known
hosts

Collect SSH
authorized keys

Collect SSH
configurations

Collect SSHD
configurations

Collect hosts

Collect DNS
resolvers

Collect YUM
sources

Collect YUM history

Collect SUID
binaries

Collect shell history

169



9/28/25, 8:36 PM

18 Other Evidence

19 Other Evidence

IBM AIX Artifact List

1 Server
2 Server
3 Server
4 System
5 System
6 System
7 System

Cisco XDR Forensics Knowledge Base

System Artifacts

Log Files

MySQL Logs

SSH Server Logs

DHCP Server Logs

System Logs

Auth Logs
Boot Logs

Mail Logs

Collect system
artifacts (Files of
collected evidence.
For example:
/etc/passwd file)

Collect log files
under /var/log/

Collect MySQL Logs

Collect SSH Server
Logs

Collect DHCP
Server Logs

Collect System
Logs

Collect Auth Logs
Collect Boot Logs

Collect Mail Logs
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Linux Collections

XDR Forensics supports the following Linux Evidence and Artifacts

Linux Evidence List
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1
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13

14

15

16

17

18

System

System

System

System

System

System

System

Disk

Disk

Disk

Disk

File System

Processes

Processes

Memory

Memory

Memory

Memory
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System Controls

Cron Jobs

AppArmor Profiles

ULimit Information

Kernel Modules

Lock Files

Systemctl Services

Block Devices

Fstab

Mounts
NFS Exports

File System
Enumeration

Processes

Process Open Files

Shared Memory

Memory Map

Swaps

RAM Image

Collect system
controls

Collect cron jobs

Collect AppArmor
profiles

Collect ulimit
information

Collect kernel
modules

Collect lock files

Collect Systemctl
Running Services

Collect block
devices

Collect fstab
configuration

Collect mounts
Collect NFS exports

Dump file and folder
information.

Collect process list

Collect process
open files
information

Collect shared
memory

Collect memory
map

Collect swap info

Create an image of
RAM
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19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser
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Default Browser

Chrome Cookies

Chromium Cookies

Edge Cookies

Opera Cookies

Vivaldi Cookies

Brave Cookies

Chrome Bookmarks

Chromium
Bookmarks

Edge Bookmarks

Opera Bookmarks

Vivaldi Bookmarks

Brave Bookmarks

Chrome User
Profiles

Chromium User
Profiles

Edge User Profiles

Collect Default
Browser

Collect Chrome
Cookies

Collect Chromium
Cookies

Collect Edge
Cookies

Collect Opera
Cookies

Collect Vivaldi
Cookies

Collect Brave
Cookies

Collect Chrome
Bookmarks

Collect Chromium
Bookmarks

Collect Edge
Bookmarks

Collect Opera
Bookmarks

Collect Vivaldi
Bookmarks

Collect Brave
Bookmarks

Collect Chrome
User Profiles

Collect Chromium
User Profiles

Collect Edge User
Profiles
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35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser
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Opera User Profiles

Vivaldi User Profiles

Brave User Profiles

Chrome Extensions

Firefox Extensions

Chrome Local
Storage

Chromium Local
Storage

Edge Local Storage

Opera Local
Storage

Vivaldi Local
Storage

Brave Local Storage

Dump Chrome
Indexed DB

Dump Chromium
Indexed DB

Dump Edge Indexed
DB

Dump Opera
Indexed DB

Dump Vivaldi
Indexed DB

Collect Opera User
Profiles

Collect Vivaldi User
Profiles

Collect Brave User
Profiles

Collect Chrome
Extensions

Collect Firefox
Extensions
(Addons)

Collect Chrome
Local Storage

Collect Chromium
Local Storage

Collect Edge Local
Storage

Collect Opera Local
Storage

Collect Vivaldi Local
Storage

Collect Brave Local
Storage

Dump Chrome
Indexed DB

Dump Chromium
Indexed DB

Dump Edge Indexed
DB

Dump Opera
Indexed DB

Dump Vivaldi
Indexed DB
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51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser
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Dump Brave
Indexed DB

Chrome Web
Storage

Chromium Web
Storage

Edge Web Storage

Opera Web Storage

Vivaldi Web Storage

Brave Web Storage

Chrome Form
History

Chromium Form
History

Edge Form History

Opera Form History

Vivaldi Form History

Brave Form History

Chrome Thumbnails

Chromium
Thumbnails

Edge Thumbnails

Dump Brave
Indexed DB

Collect Chrome
Web Storage

Collect Chromium
Web Storage

Collect Edge Web
Storage

Collect Opera Web
Storage

Collect Vivaldi Web
Storage

Collect Brave Web
Storage

Collect Chrome
Form History

Collect Chromium
Form History

Collect Edge Form
History

Collect Opera Form
History

Collect Vivaldi Form
History

Collect Brave Form
History

Collect Chrome
Thumbnails

Collect Chromium
Thumbnails

Collect Edge
Thumbnails
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67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser
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Opera Thumbnails

Vivaldi Thumbnails

Brave Thumbnails

Chrome Favicons

Chromium Favicons

Edge Favicons

Opera Favicons

Vivaldi Favicons

Brave Favicons

Chrome Login Data

Chromium Login
Data

Edge Login Data

Opera Login Data

Vivaldi Login Data

Brave Login Data

Chrome Sessions

Collect Opera
Thumbnails

Collect Vivaldi
Thumbnails

Collect Brave
Thumbnails

Collect Chrome
Favicons

Collect Chromium
Favicons

Collect Edge
Favicons

Collect Opera
Favicons

Collect Vivaldi
Favicons

Collect Brave
Favicons

Collect Chrome
Login Data

Collect Chromium
Login Data

Collect Edge Login
Data

Collect Opera Login
Data

Collect Vivaldi Login
Data

Collect Brave Login
Data

Collect Chrome
Sessions
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83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser
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Chromium Sessions

Brave Sessions

Edge Sessions

Opera Sessions

Vivaldi Sessions

Chrome Browsing
History

Firefox Browsing
History

Chromium Browsing
History

Edge Browsing
History

Opera Browsing
History

Vivaldi Browsing
History

Brave Browsing
History

Chrome Downloads

Chromium
Downloads

Firefox Downloads

Brave Downloads

Collect Chromium
Sessions

Collect Brave
Sessions

Collect Edge
Sessions

Collect Opera
Sessions

Collect Vivaldi
Sessions

Collect visited URLs
from Google
Chrome

Collect visited URLs
from Mozilla Firefox

Collect visited URLs
from Chromium

Collect visited URLs
from Edge

Collect Visited URLs
from Opera

Collect visited URLs
from Vivaldi

Collect visited URLs
from Brave

Collect Chrome
Downloads

Collect Chromium
Downloads

Collect Firefox
Downloads

Collect Brave
Downloads
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100

101

102

103

104

105

106

107

108

109

110

m

12

113

14

115

116

Browser

Browser

Browser

Browser

Users

Users

Users

Users

Users

Users

Users

SSH

SSH

SSH

SSH

Network

Network

Network
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Edge Downloads

Opera Downloads

Vivaldi Downloads

Firefox Cookies

User Groups

Users

Last Access

Logged Users

Shadow

Sudoers

Failed Login
Attempts

SSH Known Hosts

SSH Authorized
Keys

SSH Configs

SSHD Configs

Hosts
ICMP Table

IP Routes

Collect Edge
Downloads

Collect Opera
Downloads

Collect Vivaldi
Downloads

Collect Firefox
Cookies

Collect user group
list

Collect user list

Collect last access
records

Collect logged user
list

Collect shadow
content

Collect sudoers

Collect fail login
attempts

Collect SSH known
hosts

Collect SSH
authorized keys

Collect SSH
configurations

Collect SSHD
configurations

Collect hosts
Collect ICMP table

Collect IP routes
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17

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

Network

Network

Network

Network

Network

Network

Network

Network

Network

Other Evidence

Other Evidence

Other Evidence

Other Evidence

Other Evidence

Other Evidence

Other Evidence

Other Evidence

Other Evidence
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IP Tables

Raw Table

Network Interfaces

TCP Table

UDPLite Table

UDP Table
Unix Sockets

ARP Table

DNS Resolvers

APT Sources

APT History

DEB Packages

YUM Sources

SELinux Configs

SELinux Settings

SUID Binaries

Shell History

System Artifacts

Collect IP tables
Collect Raw table

Collect network
interfaces

Collect TCP table

Collect UDPLite
table

Collect UDP table
Collect unix sockets
Collect ARP table

Collect DNS
resolvers

Collect APT sources
Collect APT history

Collect Debian
packages

Collect YUM
sources

Collect SELinux
configurations

Collect SELinux
settings

Collect SUID
binaries

Collect shell history

Collect system
artifacts (Files of
collected evidence.
For example:
/etc/passwd file)
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Collect log files

1 her Evi Log Fil
35 Other Evidence og riles under /var/log/

Linux Artifact List
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10

1

12

13

14

15

16

17

18

19

Server

Server

Server

Server

Server

Server

Server

System

System

System
System
System
System

System

Docker

Docker

Docker

Docker

Docker
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Apache Logs

NGINX Logs

MongoDB Logs

MySQL Logs

PostgreSQL Logs

SSH Server Logs

DHCP Server Logs

System Logs

Messages

Auth Logs
Secure
Boot Logs
Kernel Logs

Mail Logs

Docker Changes

Docker Containers

Docker Image
History

Docker Images

Docker Info

Collect Apache
Logs

Collect NGINX Logs

Collect MongoDB
Logs

Collect MySQL Logs

Collect PostgreSQL
Logs

Collect SSH Server
Logs

Collect DHCP
Server Logs

Collect System
Logs

Collect Messages
Logs

Collect Auth Logs
Collect Secure Logs
Collect Boot Logs
Collect Kernel Logs
Collect Mail Logs

Collect Docker
Changes.

Collect Docker
Containers.

Collect Docker
Image History.

Collect Docker
Images.

Collect Docker Info.
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Collect Docker

20 Docker Docker Networks
Networks.
Collect Docker
21 Docker Docker Processes
Processes.
Collect Docker
22 Docker Docker Volumes
Volumes.
Docker Container Collect Docker
23 Docker .
Logs Container Logs
Collect Docker Logs
24 Docker Docker Logs .
on Filesystem
L Collect AnyDesk
25 Communication AnyDesk Logs

Logs
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macOS Collections

XDR Forensics supports the following macOS Evidence and Artifacts

macOS Evidence List
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Server
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Server
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System
System

System

System

Docker

Docker

Docker

Docker

Docker

Docker

Docker

Docker

Docker
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Apache Logs

NGINX Logs

MongoDB Logs

MySQL Logs

PostgreSQL Logs

System Logs
Install Logs

Wifi Logs

KnowledgeC

Docker Changes

Docker Containers

Docker Image

History

Docker Images

Docker Info

Docker Networks

Docker Processes

Docker Volumes

Docker Container
Logs

Collect Apache
Logs

Collect NGINX Logs

Collect MongoDB
Logs

Collect MySQL Logs

Collect PostgreSQL
Logs

Collect System
Logs

Collect Install Logs
Collect Wifi Logs

Collect KnowledgeC
Database

Collect Docker
Changes

Collect Docker
Containers

Collect Docker
Image History

Collect Docker
Images

Collect Docker Info

Collect Docker
Networks

Collect Docker
Processes

Collect Docker
Volumes

Collect Docker
Container Logs
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19

20

21

22

23

24

25

26

27

Docker

Communication

Communication

Communication

Communication

Utilities Artifacts

Utilities Artifacts

Antivirus Logs

Antivirus Logs

Processes

Processes

Browser

Browser

Browser

Browser

Browser
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Docker Logs

AnyDesk Logs

Teamviewer Logs

Discord Desktop

Cache

Splashtop Mac
Logs

Parallels Logs

Homebrew Logs

Sophos Events

Database

Sophos Logs

Auto Loaded

Processes

Processes

Default Browser

Chrome Cookies

Edge Cookies

Opera Cookies

Vivaldi Cookies

Collect Docker Logs
on Filesystem

Collect AnyDesk
Logs

Collect Teamviewer
Logs

Collect Discord
Desktop Cache

Collect Splashtop
Mac Application
Logs

Collect Parallels
Logs

Collect Homebrew
Logs

Collect Sophos
Events Database

Collect Sophos
Logs

Collect info on
autoloaded
processes

Collect Processes

Collect Default
Browser

Collect Chrome
Cookies

Collect Edge
Cookies

Collect Opera
Cookies

Collect Vivaldi
Cookies
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Browser
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Browser
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Browser

Browser

Cisco XDR Forensics Knowledge Base

Arc Cookies

Brave Cookies

QQ Cookies

Chrome Bookmarks

Edge Bookmarks

Opera Bookmarks

Vivaldi Bookmarks

Arc Bookmarks

Brave Bookmarks

QQ Bookmarks

Chrome User

Profiles

Edge User Profiles

Opera User Profiles

Vivaldi User Profiles

Arc User Profiles

Brave User Profiles

QQ User Profiles

Collect Arc Cookies

Collect Brave
Cookies

Collect QQ Cookies

Collect Chrome
Bookmarks

Collect Edge
Bookmarks

Collect Opera
Bookmarks

Collect Vivaldi
Bookmarks

Collect Arc
Bookmarks

Collect Brave
Bookmarks

Collect QQ
Bookmarks

Collect Chrome
User Profiles

Collect Edge User
Profiles

Collect Opera User
Profiles

Collect Vivaldi User
Profiles

Collect Arc User
Profiles

Collect Brave User
Profiles

Collect QQ User
Profiles
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Browser
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Browser
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Browser
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Browser

Browser

Browser
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Chrome Extensions

Edge Extensions

Opera Extensions

Firefox Extensions

Chrome Local
Storage

Edge Local Storage

Opera Local
Storage

Vivaldi Local
Storage

Arc Local Storage

Brave Local Storage

QQ Local Storage

Dump Chrome
Indexed DB

Dump Edge Indexed
DB

Dump Opera
Indexed DB

Dump Vivaldi
Indexed DB

Dump Arc Indexed
DB

Collect Chrome
Extensions

Collect Edge
Extensions

Collect Opera
Extensions

Collect Firefox
Extensions
(Addons)

Collect Chrome
Local Storage

Collect Edge Local
Storage

Collect Opera Local
Storage

Collect Vivaldi Local
Storage

Collect Arc Local
Storage

Collect Brave Local
Storage

Collect QQ Local
Storage

Dump Chrome
Indexed DB

Dump Edge Indexed
DB

Dump Opera
Indexed DB

Dump Vivaldi
Indexed DB

Dump Arc Indexed
DB
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Dump Brave
Indexed DB

Dump QQ Indexed
DB

Chrome Web

Storage

Edge Web Storage

Opera Web Storage

Vivaldi Web Storage

Arc Web Storage

Brave Web Storage

QQ Web Storage

Chrome Form

History

Edge Form History

Opera Form History

Vivaldi Form History

Arc Form History

Brave Form History

QQ Form History

Dump Brave
Indexed DB

Dump QQ Indexed
DB

Collect Chrome
Web Storage

Collect Edge Web
Storage

Collect Opera Web
Storage

Collect Vivaldi Web
Storage

Collect Arc Web
Storage

Collect Brave Web
Storage

Collect QQ Web
Storage

Collect Chrome
Form History

Collect Edge Form
History

Collect Opera Form
History

Collect Vivaldi Form
History

Collect Arc Form
History

Collect Brave Form
History

Collect QQ Form
History
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QQ Thumbnails

Chrome Favicons
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Chrome Login Data

Edge Login Data

Collect Chrome
Thumbnails

Collect Edge
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Collect Opera
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Collect Vivaldi
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Collect Arc
Thumbnails

Collect Brave
Thumbnails

Collect QQ
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Collect Chrome
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Collect Edge
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Collect Opera
Favicons

Collect Vivaldi
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Collect Arc
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Collect Brave
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Collect QQ Favicons

Collect Chrome
Login Data

Collect Edge Login
Data
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Collect Arc Login
Data

Collect Brave Login
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Collect Edge
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Collect Opera
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Collect Arc
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Collect Brave
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Collect QQ
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Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser

Browser
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Opera Browsing
History

Safari Browsing
History

Vivaldi Browsing
History

Waterfox Browsing
History

Brave Browsing
History

Arc Browsing
History

QQ Browsing

History

Chrome Downloads

Safari Downloads

Firefox Downloads

Edge Downloads

Opera Downloads

Vivaldi Downloads

Arc Downloads

Brave Downloads

Waterfox
Downloads

Collect visited URLs
from Opera

Collect visited URLs
from Safari

Collect visited URLs
from Vivaldi

Collect visited URLs
from Waterfox

Collect visited URLs
from Brave

Collect visited URLs
from Arc

Collect Visited URLs
from QQ

Collect Chrome
Downloads

Collect Safari
Downloads

Collect Firefox
Downloads

Collect Edge
Downloads

Collect Opera
Downloads

Collect Vivaldi
Downloads

Collect Arc
Downloads

Collect Brave
Downloads

Collect Waterfox
Downloads
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104

105

106

107

108

109

110

m

112

113

14

15

116

17

118

119

Browser

Browser

System

System

System

System

System

System

System

System

System
System

System

System

System

System
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QQ Downloads

Firefox Cookies

Crashes

Gatekeeper

Gatekeeper
Approved Apps

Installed
Applications

Kernel Extensions
Info

Launchd Overrides

Package Install
History

System Extension
Info

System Integrity
Protection Status

Print Jobs

Printer Info

Transparency,
Consent, and
Control (TCC)

Quarantine Events

Sudo Last Run

Collect QQ
Downloads

Collect Firefox
Cookies

Collect Crashes

Collect Gatekeeper
details

Collect Gatekeeper
apps allowed to run

Collect info on
installed apps

Collect kernel
extensions info

Collect override
keys for
LaunchDaemons
and Agents

Collect Package
Install History

Collect system
extension info

Collect SIP status
Collect print job info
Collect printer info

Collect
Transparency,
Consent, and
Control Information

Collect Quarantine
Events Database

Collect Sudo Last
Run
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120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

System

System

System

System

System

System

System

System

System

System

System

System

System

System

System

System

Disk
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iMessage
Dock Items

Document
Revisions

Apple System Logs
(ASL)

Apple Audit Logs

Shared File List

Shell History

Downloaded Files
Information

Cron Jobs

Quick Look Cache

Event Taps

Re-Opened Apps

Most Recently Used

(MRU)

Login Items

Collect File System
(FS) Events

Parse File System
(FS) Events

Block Devices

Collect iMessages
Collect Dock Items

Collect Document
Revisions

Collect Apple
System Logs (ASL)

Collect Apple Audit
Logs

Collect Shared File
List (SFL) items

Collect Shell History

Collect information
about downloaded
files

Collect Cron Jobs

Collect Quick Look
Cache

Collect Event Taps

Collect Re-Opened
Apps

Collect Most
Recently Used
(MRU) items

Collect Login Items

Collect File System
Events

Parse File System
Events

Collect Block
Devices
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137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

Disk

File System

File System

File System

Configurations

Configurations

Configurations

Network

Network

Network

Network

Network

Network
Users

Users

Users
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Disk Encryption

File System
Enumeration

.DS_Store Files

Trash Files

ETC Hosts

ETC Protocols

ETC Services

Listening Ports

IP Routes

Network Interfaces

DNS Resolvers

DHCP Settings

Wireless Network
Connections

User Groups

Users

Logged Users

Collect Disk
Encryption status

Dump file and folder
information.

Collect information
about .DS_Store
files.

Collect trashed files
of users.

Collect ETC Hosts

Collect ETC
Protocols

Collect ETC
Services

Collect Listening
Ports

Collect IP Routes

Collect Network
Interfaces

Collect DNS
Resolvers

Collect DHCP
(Dynamic Host
Configuration
Protocol) Settings

Collect Wireless
Network
Connections

Collect User Groups
Collect Users

Collect Logged
Users
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153

154

155

156

157

158

159

160

161

162

163

164

165

166

167

KnowledgeC

KnowledgeC

KnowledgeC

Unified Logs

Unified Logs

Unified Logs

Unified Logs

Unified Logs

Unified Logs

Unified Logs

Unified Logs

Unified Logs

Unified Logs

Unified Logs

Unified Logs
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Application Usage
Bluetooth
Connections

Notification Info

Logind

Tccd

Sshd

Command Line
Activity

Kernel Extensions

Screensharing

Keychain

Session Creation
and Destruction

XProtect
Remediation

Failed Sudo

Manuel
Configuration
Profile Install

Network Usage

Collect Application
Usage

Collect Bluetooth
Connections

Collect Notification
Info

Filter user login
events

Filter tccd events

Filter ssh activity
events

Filter command line
activity run with
elevated privileges

Filter kernel
extension events

Filter screen
sharing events

Filter keychain
unlock events

Filter sessions
creation and
destruction events

Filter detecting and
blocking malicious
software events

Filter failed sudo
events

Filter MDM Clients
Events

Filter Network
Usage Logs
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168

169

170

171

172

173

174

175

macOS Artifact List

Persistence

Persistence

Persistence

Persistence

SSH

SSH

SSH

SSH
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Mail Rules

Login Hooks

Logout Hooks

Emond Clients

SSH Authorized

Keys

SSH Configs

SSH Known Hosts

SSHD Configs

Collect Mail Rules
that contain
AppleScript

Collect Login Hooks

Collect Logout
Hooks

Collect Emond
Clients

Collect SSH
authorized keys

Collect SSH
configurations

Collect SSH known
hosts

Collect SSHD
configurations
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10

1

12

13

14

15

16

17

18

Server

Server

Server

Server

Server

System

System

System

System

Docker

Docker

Docker

Docker

Docker

Docker

Docker

Docker

Docker
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Apache Logs

NGINX Logs

MongoDB Logs

MySQL Logs

PostgreSQL Logs

System Logs

Install Logs

Wifi Logs

KnowledgeC

Docker Changes

Docker Containers

Docker Image
History

Docker Images

Docker Info

Docker Networks

Docker Processes

Docker Volumes

Docker Container
Logs

Collect Apache
Logs

Collect NGINX Logs

Collect MongoDB
Logs

Collect MySQL Logs

Collect PostgreSQL
Logs

Collect System
Logs

Collect Install Logs
Collect Wifi Logs

Collect KnowledgeC
Database

Collect Docker
Changes

Collect Docker
Containers

Collect Docker
Image History

Collect Docker
Images

Collect Docker Info

Collect Docker
Networks

Collect Docker
Processes

Collect Docker
Volumes

Collect Docker
Container Logs
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19

20

21

22

23

24

25

26

27

Docker

Communication

Communication

Communication

Communication

Utilities Artifacts

Utilities Artifacts

Antivirus Logs

Antivirus Logs
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Docker Logs

AnyDesk Logs

Teamviewer Logs

Discord Desktop
Cache

Splashtop Mac
Logs

Parallels Logs

Homebrew Logs

Sophos Events
Database

Sophos Logs

Collect Docker Logs
on Filesystem

Collect AnyDesk
Logs

Collect Teamviewer
Logs

Collect Discord
Desktop Cache

Collect Splashtop
Mac Application
Logs

Collect Parallels
Logs

Collect Homebrew
Logs

Collect Sophos
Events Database

Collect Sophos
Logs
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Windows Collections

XDR Forensics supports the following Windows Evidence and Artifacts
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Task Creation

Introduction to Task Creation in XDR
Forensics

Tasks in XDR Forensics are operations assigned to assets via the XDR Forensics
console, either manually or automatically through triggers. Each task can comprise
multiple 'tasking assignments,' where a single task on one asset is a 'tasking
assignment,’ but the term 'task' can also describe the same tasking assignment
across many assets. These tasks facilitate various operational needs and can be
categorized into three types:

Types of Tasks

1. Manual Tasks:

* These are assigned manually by users directly through the XDR Forensics
console.

2. Scheduled Tasks:

* Created by users to commence at a future time. Scheduled tasks can be
one-time events or recurring at daily, weekly, or monthly intervals.

3. Triggered Tasks:

* Automatically assigned to assets in response to trigger requests from
integrated SIEM, SOAR, or EDR solutions.

Tasks enhance operational efficiency by allowing flexible and automated responses
to various cybersecurity scenarios, ensuring that your assets are continually
monitored and managed effectively. For more detailed information, please visit our
Knowledge Base # and refer to the XDR Forensics release notes.

Activities that Generate Tasking Assignments
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In XDR Forensics, tasking assignments are generated by various activities that
target asset operations, including:

1. Data Acquisition:

* |nitiating the collection of digital evidence from an asset. This can be a
comprehensive acquisition or targeted to specific evidence types.

2. Triage:

* Running predefined or custom rules (YARA, Sigma, osquery) to identify
suspicious activities or indicators of compromise on the assets.

3. Timeline (Investigation):

* Creating and analyzing timelines to understand the sequence of events on
an asset for forensic investigation.

4. interACT Sessions:

* Establishing a secure remote shell session to manually investigate and
interact with the asset in real-time.

5. Baseline Acquisition and Comparison:

* Running comparisons to detect deviations from a predefined baseline state
of the asset and acquiring baseline data.

6. Disk/Volume Imaging:

* Capturing the complete state of disks or volumes for comprehensive
forensic analysis.

7. Auto Tagging:

e Automatically tagging assets based on predefined criteria for easier
management and identification.

8. Calculating Hash:

* Generating hash values for files to ensure data integrity and assist in
identifying duplicate or tampered files.

9. Offline Acquisition and Offline Triage:

e Performing data acquisition and triage on assets that are not connected to
the network.

Administrative Tasks
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Some more 'administrative' activities also generate tasking assignments and these
include:

¢ Shutdown, Reboot, and Uninstall:
o Remotely managing the power state and software configuration of assets.
* Isolation:
o [|solating an asset from the network to prevent further compromise.
* Responder Deployment:
o Deploying response tools to the asset for immediate action.
* Purge Local Data and Retry Upload:

o Managing data on the asset, including purging local data and retrying data
uploads.

* Migration and Version Update:
o Migrating data between systems and updating software versions.
* Log Retrieval:

o Collecting logs for further analysis and troubleshooting.

By understanding and utilizing these task types, users can streamline their incident
response and investigation workflows, improving overall security posture and
response times.

Tasks are saved at the organization level and can be reviewed comprehensively by
navigating to the main XDR Forensics menu > Tasks:
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= Tasks ¢ ===
. Tasks
#» Home v All Tasks 2,751
Wy Assets Acquisitions 1,201 = Advanced Filters a Clear
Triages 155
E Cases
interACTs 627 Comploted an
% Acquisition 004_250610_224100 emplete n
= Libraries Comparisons 375
(@ Repository Explorer Others 294 ¥ Almost full - June 10 Processing (/)
Scheduled Tasks 10
i _ Completed /1)
% Integrations Acquisitions - @ Threat hunt - 002
i Triages 3
il Activity @ Threat Hunt - 001 Completed (1)
Others 0

[] Tasks
> interACT Completed (1)
<, Timelines

>_ Sygnia Interact Shell 002 Completed an

Task Creation: Where to review all of an Organizations's Tasks

Individual tasking assignments (one task on one asset) for an asset can also be
reviewed by visiting the specific asset. From the secondary menu, you can select
"All Tasks" or utilize the filtered tasks view to focus on specific task types.

Let's now take a look at how to create a Task in XDR Forensics

Step 1- Assets

Select the Asset(s) on which you wish to execute tasks - In the example below we
will Acquire Evidence from an asset named JackWhite:
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»

JackWhite

Info

~ Tasks

Acquisitions
Triages
interACTs
Comparisons

Others

~ Scheduled Tasks

Acquisitions
Triages

Others

~ Cases

Open

Closed

153

Asset Info
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Win10-002

@ Online | [T Computer

A% Acquire Evidence [ @ Triage ] [ >_ interACT ] [ More Actions v

General Info
Device Name Win10-002
Label JackWhite

Organization

IP Address

Network Interfaces

Platform

Connection Route

Tags

os

Ethernet

B Compromised ORG

B8 Windows

Direct connection to the AIR Console

Windows 10 Pro

¥ AIRexe x W demotodayx @ CCx @ CVE-2024-43491 X

Task Creation: The Acquire Evidence Action Button selected for the asset 'JackWhite"

The Bulk Action Bar will be available if you choose more than one asset:

P & 0 B A »

— VM‘S

Assets

v All Assets
Computers
Disk Images

> Cloud

> Tags

v Preset Filters
Managed
Isolated

Unreachable

24

<

Home Assets

Assets

Q_ Searchin 'Assets'
Device Name

J win10-003
Win10-003

[J JackWhite
Win10-002

£ ubuntu-s-2vc

Assets Selected

= Advanced Filters

Platform

EE Windows

B8 Windows

C) Linux

IP Address

162.158.238.158

162.158.238.77

162.158.158.171

Acquire Evidence

Managed Status

Managed

Managed

Managed

@

Triage

Version

2.68.4

2.68.4

2.68.4

Task Creation: The Bulk Action Bar indicating 2 assets selected

Step 2 - Setup
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Evidence Acquisition x

oy Sy
Azeat (1) | 2 ) ga
'.\_\f'_'/.' Asset (1) . Setup

Task Mame / "I
Case / 2

Task Start Time

|:§:' Mo ‘\
Sehedule for later 3

Acquisition Profile =

CDmpleiEL‘ Assessment \ @

Back Mext

Task Creation: Step 2 the setup

1. Optionally specify a Task Name. If left blank, one will be automatically
generated based on the task type, sequence number, and date/time.

2. Allocate the task to a Case. This is important if you need to build a case for an
ongoing investigation and you plan to investigate this asset further or other
assets as part of the same investigation. All investigation activity can be
recorded within Cases. A Case can be thought of as a container into which
activity for a particular investigation can be grouped, making Incident Response
management and investigations easier, especially as the Case will also be
presented in the Investigation Hub 7.

3. Select Now as a Task Start Time to execute the task immediately (product-
platform/features/scheduling-tasks/))

4. Choose an Acquisition Profile (e.g., Compromise Assessment, Full Acquisition,
etc). We offer many ‘out of the box' profiles, but you can also create and save
your own as needed.

(@) Acquisition Profile Platform Visibility
As shown in the bottom-right of the screenshot above, AIR now displays the supported
operating systems—Windows, Linux, or macOS—within each acquisition profile. This
helps ensure analysts select valid profiles for the target asset.
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Step 3 - Customization

This step allows you to apply the existing organizational policy or, if you have the
appropriate privileges, customize the following settings:

* Specify where the collected evidence should be saved. You can choose a
local path on the asset—configurable per operating system—or direct the
collection to an external evidence repository.

* Optionally apply resource limits—including CPU, bandwidth, and disk space—
to the task assignment to minimize potential impact on the asset.

* Enable compression and encryption to be applied to the collected evidence.
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Evidence Acquisition

@ Asset (1) @ Setup

Customization Options

Use options provided in policies

@ Use custom options

%4 Save Collected Evidence To

E§ Windows /A Linux '

@ Local

Evidence Repository

Path *

Binalyze\AIR\

%, Resource Limits

CPU *

ry

100

v

macQ$S
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@ Customization

Collapse

Direct Collection ._ Automatically Select Volume

The maximum amount of CPU that the AIR Responder will be allowed to consume for a given task

Bandwidth

Unlimited

Disk Space ©

Unlimited

Collects evidence until the specified space on the disk left

¥4 Compression & Encryption

._ Compress Evidence

Encrypt Evidence

Back

Password

Collapse
Unit
GiB/s -
Unit
GiB A
Collapse

Task Creation: Customization of options

Step 4 - Analysis
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In this final step, you can choose to enable or disable the automated DRONE and
MITRE ATT&CK analyzers.

We strongly recommend keeping both enabled—they have minimal impact on
system resources and provide prioritized threat intelligence to help accelerate your
investigations. The MITRE ATT&CK analyzer runs directly on live assets and, when
combined with other analyzers, enables immediate identification of potentially
compromised systems. This streamlines your workflow by helping you focus on the
most critical areas first.
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Evidence Acquisition

@ Asset (1) @ Setup

Analysis

Cisco XDR Forensics Knowledge Base

X

@ Customization @ Analysis

& DRONE
Search Keywords

Add a keyword

>l

X Import Keywords (.txt) }

@

MITRE ATT&CK Analyzer Uptodate (9‘5.0})

MITRE | ATT&CK

~ Reconnaissance
v Persistence
v Discovery

v Command and Co... v Impact

Analyzers

] . Generic WebShell Analyzer

. Vulnerability Analyzer
. Dynamo Analyzer

.‘ - Application Analyzer
. DNS Cache Analyzer
B  Hosts File Analyzer
- Network Share Analyzer
B Prefetch Analyzer
. Registry Analyzer
B  windows Services Analyzer
B  AppCompatCache Analyzer

Back

~ Resource Develop... ¥ Initial Access
v Privilege Escalation v Defense Evasion

v Lateral Movement

~ Execution
v Credential Access

+ Collection v Exfiltration

Deselect All

Event Records Analyzer
Ransomware Identifier
Amcache Analyzer

Browser History Analyzer
Downloads Analyzer

$MFT Analyzer

Powershell History Analyzer
Process Analyzer
Scheduled Task Analyzer

ShellBags Analyzer

User Folders Analyzer

]

Task Creation: Toggle options for DRONE, MITRE ATT&CK and XDR Forensics's analyzers

Keyword Searches
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Step 4, '‘Analysis’, also provides the option to add individual keywords or upload
keyword list files.

This enables DRONE to perform targeted searches, helping investigators conduct
more focused and efficient analysis within their evidence collections.

Keyword Lists Features:

* No character limit for keyword lists, but a 1 MB file size limit applies.
* Each keyword must be on a new line for proper search functionality.
* Keyword searches are limited to data within the Case.db (excluding CSV files).

* Keyword searches are supported by regex, read more here: Regex in XDR
Forensics ~

* This search functionality extends to event log data collected by Sigma
analyzers, including:

o Windows: Event Record Analyzer
o Linux: Syslog Analyzer

o macOS: Audit Event Analyzer

® Keyword searches are limited to data within the Case.db and do not include content
within any CSV files prepared by XDR Forensics (eg; $mft, $UsnJrnl). Additionally, the
search will not cover the contents of files on or collected from the asset.

This feature offers investigators greater flexibility and precision in their searches,
significantly enhancing the DRONE module's capabilities. Regex support will be
added soon in an upcoming release.

The results of all tasks—and their associated reports—
are accessible via the Investigation Hub.

Links to these reports within the Investigation Hub can be found in the following
three locations::

210


https://github.com/binalyze-kb/knowledge-base-cisco/blob/main/product-platform/features/acquisition/task-creation/product-platform/features/acquisition/task-creation/regex-in-drone.md
https://github.com/binalyze-kb/knowledge-base-cisco/blob/main/product-platform/features/acquisition/task-creation/product-platform/features/acquisition/task-creation/regex-in-drone.md
https://github.com/binalyze-kb/knowledge-base-cisco/blob/main/product-platform/features/acquisition/task-creation/product-platform/features/acquisition/task-creation/regex-in-drone.md

9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

1. Tasks, via the main menu.

2. The page for the individual Asset > Acquisitions.

3. And finally, Case Acquisitions, if the task is sent to a Case.

1) Accessing the Tasks via the main menu:

= Tasks < e Tasks
Tasks
/ﬁ\ v All Tasks 2,751
N . _ .
Acquisitions 1,201 Q Search in 'Tasks = Advanced Filters Clear
L]
Triages =3 Name Status
E interACTs 627 eted
3 Acquisition 004_25061( °°mP'**
@ Comparisons 375
& Others 22 3% Almost full - June 10 Processing
~ Scheduled Tasks
0y Acquisitions @ Threat hunt - 002 Completed
Triages 3
@ Threat Hunt - 001 Completed
0
>_ interACT Completed

AAAAAAAAA

an

(0/1)

(111)

an

an

Type

Acquisition

Acquisition

Triage

Triage

interACT Shell

Source

© Scheduler

2 User

& User

& User

2 User

Created At

10 hours ago

12 hours ago

13 hours ago

13 hours ago

13 hours ago

Task Creation: Accessing the Task report via Tasks in the main menu

Clicking the ‘eye’ icon in the Actions column opens the Task Details view, where you
can access the data associated with the acquisition task via the link to the

Investigation Hub.

Task Details

s K Acquisition 004_250610_224100

a.s © Scheduler

Information Assigned To

Q search... = Advanced Filters

Device Name Disk Usage Import Status
Win10-001 N/A Not Applicable

Compromised ORG

Status

Completed

T

Task Creation: Accessing the Task report via Task Details

V

2) Below we see a report being accessed from the Assets menu:

YD) Reload

iew Investigation Hub @8

L & B

¥ Reload

Actions
@ i

@® i
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Home

E Cases
=

»

= Libraries
@ Repository Explorer

Integrations

il Activity
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JackWhite < Home Assets Win10-002 Tasks
Asset Tasks [ %% Acquire Evidence ] [ @ Triage ] [ >_ interACT } [ More Actions
Info
- @ Online | JJ Computer
v Tasks 1109
Q Search... = Advanced Filters & Import
Acquisitions 401
Triages - Name Status Duration
interACTs 350 >_ TT_Training Lab Interact Shell  Completed B 01:03:08
interACT Shell X X X
Comparisons 238 View Investigation Hub
3% TT_Training Lab Acquisition Ot  Completed - .
B 00:10:15
Others 47 Acquisition: PDF and JPG test [%
~ Scheduled Tasks 4
e .
E Acql..n.smon 001__250601_11044 Com| 00:46:56
Acquisitions 3 Acquisition: Compromise it 3

J

Task Creation: Accessing the Task report via the Assets menu

3) And finally a report from the Case Acquisition page but only if you have sent it

here:
/ﬁ\ Home
Wy Assets

( E Cases

€2 Libraries

@ Repository Explorer

ﬁn Integrations

DayOne € Home > Cases » DayOne > Acquisitions

Case Acquisitions 7 Investigation Hub J [ [ Generate Report ] [ More v ]
Assets
Timelines Q, search in ‘Case Acquisitions' = Advanced Filters & Import @ Case Details

sks 409 Name Status rt Status
View Investigation Hub

Acquisitions 240 L

s DayOne Acquisition 045 Completed L& B Import completed

isition: i A
Triages 52 Acquisition: Jump lists and LNK only 5 —
interACTs 74 3£ DayOne Acquisition 044 Completed L & B Import completed
Acquisition: Compromise [

Comparisons 43

£ Full test Completed L & B Import completed

~ Scheduled Tasks 0 Acquisition: Full (5

Task Creation: Accessing the Task report via the Cases menu
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Asset Management with
Persistent Saved Filters

Managing large-scale asset inventories enables users to save and quickly apply
custom filters, facilitating efficient asset management.

Persistent Saved Filters enable users to create and store custom asset filters,
making it easier to locate and manage assets without having to reapply filter
conditions in each session.

@ Persistent Saved Filters operate at the organizational level for asset management,
meaning any filters you create for asset management will persist only within the
organization where they were defined. If you switch to a different organization, those
filters will not be visible. This feature is currently limited to asset management and
does not apply to other sections of the platform.

Key Benefits

* Users can save custom filters for frequently used asset searches.
e Saved filters allow for quick application, streamlining asset management.

* Bulk actions and asset monitoring can be performed without re-entering filter
conditions.

* Quick actions on saved filters enable faster asset selection.

How to Use Persistent Saved Filters

Step 1: Apply Filters to Your Asset List
Navigate to the secondary menu on the Assets page and click the '+' icon to create

a Preset Filter. The Save Preset Filter window will open, allowing you to configure a
custom Asset Filter that remains persistent for your user account.
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Save Preset Filter

Filter Name

Preset Filter name

+ Add Condition

Cancel

Asset Management with Persistent Saved Filters: Save Preset Filter

Step 2: Configure a custom Asset Filter

Use the filtering options to build a filter to refine the asset list based on criteria such
as status, tags, or isolation state.

Save Preset Filter

Filter Name

Preset Filter name

+ Add Condition

Cancel Save

Asset Management with Persistent Saved Filters: Save Preset Filter
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Step 3: Save a Custom Filter

After applying the desired filter conditions, enter a name for the filter and click
"Save," to confirm your selection.

Step 3: Access and Apply Saved Filters

Select the newly saved filter from the Preset Filters drop down list in the secondary
menu to instantly apply it.

@ < Assets
Home Assets
Assets | + AddNew
L] « All Assets 66
Assets = Advanced Filters
Computers 36 )
I':I Disk Images 7
Cases
> Cloud 13 B WebServer
o
Libraries Tags 23
— J MacOS-ep-1.local
1) v Preset Filters
Integrations W = & 20240724112127-debian-gnu-linux-11
ihl Isolated 1
Activity 8 nps—2008—jean
Unreachable 28
Update Required @ L] Cryptominer insider threat
More
Update Advised 0

I JackWhite
[ Isolated Windows in east_US region 0 J

J HTML smuggling to Quasar RAT
Asset Management with Persistent Saved Filters: Apply Saved Preset Filter
Step 4: Manage Saved Filters
Users can edit or delete their saved filters anytime by clicking the three-dot menu

next to the preset filter name. This menu also provides access to Quick Actions,
enabling bulk operations directly from saved filters.
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) v Preset Filters +
Integrations ) HTML smuggling to Quasar RAT
Managed 7 Win10-003
il Isolated 1
Activity CJ MacOS-ep-1.local
Unreachable 28
Update Required 0 & WebServer
More John-PC
u Isolated Windows in east_US region 9
[J Cryptominer insider threat
Isolated Windows in east_US region - Win10-001
4 W\ ackWhite
X% Acquire Evidence |).go2
& Acquire Image
@ Triage VilliamAdams
% Timeline >
@ Compare amesCook
S Auto Tag
ohnCabot
[Z  Edit Filter >abot
il Delete Filter
\,

/ ichardBurton

! -
Asset Management with Persistent Saved Filters: Manage Saved Preset Filters

Important Notes

Saved filters are per-user, meaning each user can only see and manage their own
filters.

Preset filters remain unchanged; predefined system filters such as Managed Assets
and Isolated Assets are still available.

Filters persist across sessions, ensuring users do not need to reapply them after
logging out.
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Regex in DRONE:

When performing keyword searches in DRONE, you can leverage regular
expressions (POSIX regex) for more flexible and advanced search capabilities.
Here's how it works:

1. Regex Search Format:
To use regex, your keyword must be enclosed between / / slashes. For example:

* /\d+/ - This will search for one or more digits.

e /[a-z]+/i - This will search for one or more lowercase letters and is case-
insensitive (thanks to the i flag).

You can also include optional flags at the end of the regex to modify its behavior:

* g: Global (search all occurrences).
* m: Multiline (match across multiple lines).
* j: Case-insensitive (ignore letter case).

* s: Dot matches newline (dot . will match any character, including newlines).
Example:

/[A-Z]+\d+/i - This will match sequences like "ABC123" or "abc123" regardless of
case.

2. Wildcard Search:

If your search contains wildcard patterns like *? (indicating lazy quantifiers), it will
be treated as a wildcard search instead of a regex search.

* For example, abcx? will match "abc", "abcd", "abcxyz", etc.

3. String Contains Search:
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If your input doesn’t match the regex format and doesn’t contain wildcard symbols,
DRONE will perform a case-insensitive "string contains" search.

* For example, searching for example will return results containing "example",
"Example", or "EXAMPLE".

218



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

Task Cancellation and Deletion

Viewing and Managing Tasks

All tasks within XDR Forensics can be centrally managed at the organizational level
from a dedicated Tasks page. This view is accessible from the Main Menu by
selecting Tasks.

From this interface, users can:

* View a comprehensive list of all tasks associated with the currently selected
organization.

* Filter and monitor tasks across their lifecycle, including those that are:
o Completed
o |In progress
o Cancelled

o Failed

This consolidated view is essential for maintaining operational oversight and
ensuring that investigation and response workflows are being executed as
expected.

For each task, detailed information such as task type (e.g., acquisition, triage,
timeline generation), status, and associated endpoints is available, allowing for
granular tracking and auditability.

The blue ‘'eye’ icon at the end of each task entry allows users to view detailed
information about the task.
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EE
Q) Search in Tasks' = Advanced Filters B Clear 3 Reload B

Completed iy Purge Local Data 30 minutes ago

Cancelled ) Acquisition © Scheduler 15 hours ago
————

Cancelled an Acquisition © scheduler 2 days ago
E———

Details

Completed ) Basaline Comparison 2 days ago

Completed (L] Basaline Acquisition 2 days ago

- Out of

533565-d0ad-4777-9bbe-39f123f4fdd9

Task Cancellation and Deletion: Details icon

In the Task Details window, there are two tabs: Information and Assigned To. The
Information tab displays details such as the creator of the task, the policy applied,
the DRONE analyzers used, and the selected acquisition profile.
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Task Details

Acquisition 004_250402_224100

© Scheduler

Assigned To
Mairmie Acquisition 004_250402_224100
Assigned Assets Cancelled (11}

Organizations Compromised ORG

Acquisition Profile

DROME Enabled

DRONE Analyzers MITRE ATTECK Scanner

Options Use options provided in policies

Task ID lea89eZb-d815-4c1d-89bb-dd740409d177
Created At 2 days ago

Created By

Task Cancellation and Deletion: Task Details

The Assigned To tab provides information about the assets to which the task has
been assigned. For each asset, an Actions menu is available, enabling investigators
to:

* Delete the task
* Purge local data from the endpoint
* Add the data to a case
o Note: Data can be added to multiple cases simultaneously
* Send the data to a timeline for correlation and analysis

* Use the collected data to perform a Compare task against other acquisitions
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Task Details

Acquisition 004_250402_224100

© Scheduler

Infarmation

= Advanced Filters 3 Reload B

Mot Applicable Cancelled
Compromised ORG

Delata

Purge Local Data
Send to Case >
Send to Timeline >

Compare to

Task Cancellation and Deletion: Options avaiable under Actions

Bulk Task Cancellation and Deletion

Managing large volumes of tasks is now faster and more efficient with the
introduction of Bulk Task Cancellation and Bulk Task Deletion capabilities.

Bulk Task Cancellation

Users can now cancel one or more tasks directly from the Tasks view using the
familiar bulk action toolbar. This is particularly useful for streamlining task
management across environments with high automation or frequent testing.

Key features include:
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* Full support for advanced filtering, allowing users to quickly identify tasks
based on:

o Task type
o Task name
o Source

o Status

* As seen below, once tasks are selected, the bulk action bar automatically
appears, displaying a task count (this count reflects the number of tasks
selected, not the number of affected assets).

Tasks

Q. Search in Tasks' = Advanced Filters '* Clear

Assigned ) Acquisition 2 Use afe
Processing all interACT Shell Use: aminute ago
Completed (L)) Purge Local Data Usel 2 hours ago
Canceliad (L) Acquisition 17 hours ago
Acquisition 2 days ago
Completed (L)) Baseli s0n User 2 days ago
Completed (Loh Baseline Acquisition User 2 days ago
Completed (Loh interACT Shell Usa 2 days ago
Completed
Completed am interACT Shell

Complated 1y Acquisition

x o)
2 Rows Selected
Cancel Tasks Delete Tasks

Task Cancellation and Deletion: Bulk actions

Selecting Cancel Task will cancel both the Assigned and Processing tasks listed
above as soon as the user selects 'Yes' in the warning message that appears:
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Complated [ifil] Baseline Comparison

Complated [l Basaline Acquisition

Complate
Warning
Complet TOU A€ ol
you und

# Webhook

2 Rows Selected
Cancel Tasks Delete Tasks

Task Cancellation and Deletion: Warning message

Both tasks will then be marked with the status “Cancelled.”

Tasks

Q) Search in Tasks' = Advanced Filters  clear %3 Reload 8

Cancelied Acquisition a minute ago

Cancelled interACT Shell 2 minutes ago

Compileted Purge Local Data 2 hours ago

Task Cancellation and Deletion: Task cancelled

Bulk Task Deletion

In addition to cancellation, users can now delete multiple tasks in one action. When
selecting the Delete Tasks option from the bulk action bar, two deletion modes are
available:
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* Delete Task Only
Removes the task from the console, but leaves any associated data intact on the
endpoint.

* Delete and Purge Local Data
Deletes the task and removes all associated local data from the target asset(s).

Horme Tasks

Tasks

0 Search in Tasks' = Advanced Filters L Clear

Completed Baseline Acquisition

Completed interACT Shell

Completed Investigation

Completed interACT Shell

Completed Acquisition 4 Webhglk
Completed Acquisition scheduler

Completed Delete Tasks

Delete Tasks and Purge Local Data

X |
2 Rows Selected
Cancel Tasks Delete Tasks

Task Cancellation and Deletion: Bulk operations

Confirmation Warning for Large-Scale Tasking

To safeguard against unintentional bulk operations, XDR Forensics now includes an
automatic confirmation prompt when tasking operations affect 70% or more of your
assets.

How It Works
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Whenever a task—such as isolation, acquisition, or triage—is configured to target
a large portion of your asset inventory, XDR Forensics will pause execution and
display a confirmation dialog. This gives you a chance to review and confirm the
action before it proceeds.

This safeguard also applies to APIl-based tasking, providing an additional layer of
protection for automated workflows.

Benefits

* Accidental Prevention
Prevents disruptive actions, such as isolating thousands of endpoints due to
misconfiguration or scripting errors.

* Operational Awareness
Reinforces deliberate decision-making before initiating potentially high-impact
operations.

* Consistent Safety
Applies equally to both console-initiated and API-triggered tasks.

This feature ensures safer operation at scale, giving you greater confidence
when managing thousands of assets in XDR Forensics.
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Auto Tagging & Tags

How to automatically tag your assets based on simple conditions.

Overview

Conducting cybersecurity investigations and digital forensics at scale requires a
well-structured classification of your assets.

Understanding the number and types of assets, such as web servers, domain
controllers, or application servers, significantly reduces response time. This
enables you to focus on specific groups of devices within your network, ultimately
enhancing situational awareness during an investigation.

How it works

Auto Tagging is a feature of XDR Forensics that lets you automatically tag assets
based on conditions such as:

Existence of a file or directory

Existence of a running process

Hostnames, IP addresses, and Subnets

e Custom osquery conditions

Additionally, you can seamlessly combine conditions using AND/OR logic alongside
environment variables for greater flexibility.

This feature can be enabled or disabled from the Auto Asset Tagging section in
Settings>Features>Auto Asset Tagging.

Once enabled, any newly added asset will automatically be assigned a task to
query the Auto Tagging conditions. Based on the results, XDR Forensics will apply
the appropriate Tag Name to the asset.
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If you need to re-run tagging on all assets, you can do so by clicking the "Run Now"
button on the Auto Tagging page. Alternatively, you can run the tagging process for
individual assets from the Asset page or select multiple assets and execute the task
using the Bulk Action feature.

Auto Tagging can be saved in XDR Forensics Libraries, specifically for individual
organizations or universally across all organizations. This capability enables users
to create and apply incident-specific Auto Tags selectively, thereby avoiding
unnecessary use or exposure of a rule outside the intended organizational context.

There are a number of 'out-of-the-box' supported Auto Tags such as those listed
below, but as we now know, you can also create custom tags whenever you need
them:

* Apache

* Redis

* Mysql

* Rabbitmq

* Docker

* Kubernetes

* Domain Controller
* |IS Web Server

* Web Server

* Mail Server

e MSSQL Server

When we examine the Auto Tag conditions set for tagging an Apache Server, we
can see that the XDR Forensics Responder will evaluate five conditions, all of which
are independent of each other, as the OR switch is active. So, if any one of these
conditions exists, the Apache Tag will be applied to the asset:
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Edit Auto Tagging Rules

Tag Mame *

Apache

Organization *

--All Organizations--

BER Windows

L& Linux

Process v-\
Directory -
Directory -
File v
File 'j

AND OR

Custom (osque... -
SELECT

WHERE name

+ ADD

Running

Exists

Exists

Exists

Exists

Has Res...

Auto Tagging & Tags: Conditions

Cisco XDR Forensics Knowledge Base

apache2

Jetcfapache2

Jvarflog/apache2

fete/httpd/conf/httpd.conf

Jetc/httpd/httpd.conf

SELECT * FROM acpi_ta

FROM acpi_tables

OR

OR

OR

ADD

Advanced

ADD

It is possible for a user to create, edit, and delete the parameters shown below, but

only if they have permission to do so:
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Parameter Matching Criteria Value
Process Running / Not Running Process name or wildcard
File Exists / Not Exists File name or wildcard
Directory Exists / Not Exists Directory name or wildcard
Is / Contains / Start With / .
Hostname . Hostname or wildcard
End With
Is / Contains / Start With / .
IP Address . IP Address or wildcard
End With
Subnet Is / Contains / Start With / Subnet of wildcard
! End With N W
osquery osquery format supported osquery format supported

XDR Forensics has very granular permission control over Users and Roles, and
within Roles, there are currently over 114 individually configurable privileges. Six of
these allow Global Administrators to determine what users can do within the Auto
Asset Tagging feature:

Privileges (115/115) Collapse All

Auto Deselect All (
User Privileges
v Auto Asset Tags
Create Auto Asset Tag
Update Auto Asset Tag
View Auto Asset Tag

Delete Auto Asset Tag

allufinllafinlin

Assign Auto Asset Tagging Task

Auto Tagging & Tags: User Privileges
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() Read more about how XDR Forensics uses Auto Tagging to speed up your
investigations here:
The Power of Auto Asset Tagging in DFIR ~

Any Auto Tags used in a Tasking Assignment are displayed under the Information
tab in the Task Details window. In the example below, we can see that the Tagging
Rule for Domain Controller has been run along with 17 others that are related by
clicking on the '+17' link:

Task Details b

-» Auto Tagging 659 E

2 User
Infarmation Azsigned To
Mame Auto Tagging 659
Assigned Assats Completed (/1)
Organizations Compromised ORG

Tagging Rules Domain Controdler  +17

Task ID IS Web Server  Web Server  Mail Server  MS50L sE-rw_-m
Craatad At Solarwinds Server S0QL Server SAP Saerver
Possible Breach Docker Kubemetes Apache Mysqgl
Created By
Rabbitmg AWS Europe Finance Department
\PVE-ZDZ&-J 348 AlR.axe _J

Auto Tagging & Tags: AAT rules run in a task shown in Task Details
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Tags

When you need to perform actions on multiple assets, the Tagging feature makes
management easier by allowing you to group assets based on assigned tags. This
helps streamline bulk operations and improves visibility across your environment.

Manual tagging is explained below. Auto (Asset) Tagging, as introduced on the
previous page, automatically tags assets immediately after the XDR Forensics
Responder is deployed. Auto Tagging can also be re-run at any time to reflect
changes or updates.

To create Tags for your assets:

1. Navigate to “Assets” in the Main Menu and select the assets to which you want to
assign tags.

2. Click in the dialogue box and search the drop-down list for an existing Tag or
simply type a new Tag name and then click "Add this as a new tag".

Label
rm2 Add this as new tag

Room 101 x
Tags
rm2

Tags: Adding 'rm2' as a new Tag

3. From the same dialogue box, you can delete Tags by selecting the cross.
(@) Note: You can add multiple tags to a single asset.

4. Now you can filter all of your assets by their tags, making it easy to view specific
groups of assets and apply relevant acquisition or triage tasks just to them.
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Compare

Baseline analysis with Compare

The Compare feature enables proactive forensics through baseline analysis,
allowing investigators to focus on forensic evidence from the earliest stages of an
investigation. Using a patent-pending approach, it identifies and highlights forensic
artifacts—added, modified, or deleted—between asset snapshots.

This analysis, completed in just 5 seconds, enhances security by addressing
vulnerabilities before they can be exploited, without disrupting ongoing operations.
The Compare feature supports both standard and offline acquisitions, providing
detailed metadata to help investigators comprehensively understand potential
security risks.

Compare analysis is performed directly on the Console, eliminating the need for
direct access to assets.

The scope of baseline analysis is strategically based on areas commonly abused by
attackers. These include:
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macOS

AutoLoadedProcs
ChromeExtensions
DiskEncryptions
ETCHosts
ETCProtocols
ETCServices
GatekeeperApps
InstalledApps
KextInfo
LaunchdOverrides
SipStatus

SysExtinfo

Cisco XDR Forensics Knowledge Base

Linux

System
CronJobs
DNSResolvers
Hosts
IPRoutes
IPTables
KernelModules
Mounts
Networkinterfaces
SystemArtifacts

Users

Windows

System
NetworkAdapters
Hosts
AutorunsServices
AutorunsRegistry
AutorunsScheduledTasks
AutorunsStartupFolder
InstalledApplications
Drivers

FirewallRules

How to Use Baseline Analysis with Compare

234



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

1. Select the Asset for analysis.
2. Initiate Compare Task:
* Navigate to 'Compare' under Asset Actions.

Home Assets Win10-002

Asset Info { 3% Acquire Evidence } [ @ Triage } { >_ interACT } /

@ Online | 3 Computer

& Acquire Image

S AutoTa
General Info < 9

4 Timeline >
Device Name Win10-002
Label JackWhite

& Isolate
Organization F Compromised ORG O Reboot

() Shutdown
IP Address

(® Exclude From Updates
Network Interfaces Ethernet

@ Update Responder >
Platform B8 Windows & Collect Logs

P -

Compare: Initiating Compare Analysis under Asset Actions
3. Specify the Acquisitions to Compare

e Specify two acquisitions to compare or create a new baseline by clicking
"Acquire Baseline".

235



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

Acquisition Comparison X
@ Asset @ Setup
Task Name

Leave empty to auto-generate

Case
Select/Create a Case v
B8 sygnia Acquisition 001 X @8 TT_Training Lab Acquisition 006 b3
© Date 2025.06.09 13:23:29 vs © Date 2025.06.02 07:10:53
Q, search... = Advanced Filters © Reload B
Name Status Duration Created At Actions
& Sygnia Acquisition O Completed L2 &b 00:07:31 3 days ago
Acquisition: Compromise Ass
K in o
e TT_Training Lab Acq' Completed L& B 00:10:15 10 days ago
Acquisition: PDF and JPG tes

s Acquisition 001_2501 Completed L& 00:46:56

Acquisition: Compromise Ass

Back Start Task

Compare: Selecting Acquisitions to Compare
4. Review the Results

* Once the task is complete, review the results DRONE report.
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3 DRONE & Create HTML Report [, Generate PDF

Progress

WIN10-002 VS WIN10-002
e e [

—my = Da
Firewall Rules

v Completed
179 Added / Changed / 166 Deleted

N Summar, Evidence
Drivers y

Completed / No differences
212 Added 996 Changed 198 Deleted Expand All >
Installed Applications
v Completed
3 Added / 4 Changed / 2 Deleted

> Changed  HKEY_LOCAL_MACHINE\SOFTWARE\CI Ider\shellex dlers\Library Location Autoruns Registry

Autoruns Startup Folder
Completed / No differences

> Changed  HKEY_LOCAL MACHINE\SOFTW. icrosoft\Wind urrentVersion\Authentication\Credential Pr
Autoruns Scheduled Tasks 9 {3dd6bec0-8193-4ffe-ae25-c08e39ea4063})

v Completed
11 Added / Changed / 1 Deleted

Autoruns Registry

. > Changed  HKEY_LOCAL_MACHINE\SOFTWARE\CI i bj hellex\C opyAsPa...  Autoruns Registry
Autoruns Registry

v Completed
13 Added / Changed / 7 Deleted

> ch d HKEY_LOCAL_MACHINE\SOFTWARE\Mi ind urrentVersion\Explorer\Shell: iceObjects\ Aut R t
Autoruns Services ange! {AAA288BA-9A4C-45B0-95D7-94D524869DB5} utoruns Registry

v Completed
6 Added / Changed / 22 Deleted

S | Addad LKEV 1ACAL MACLINE\GVETEM\CrrantCantralGan Cantral Gaceinn Mananar Butnriine Ranictry

Compare: Reviewing Results

* Explore the fine-grained details on the property level.

v Changed ~ HKEY_LOCAL MACHINE\SOFTWARE\Classes\*\shell\removeproperties\DropTarget\Remove Properties Drop Target Registry Autoruns

BaseModel: [object Object] BaseModel: [object Object]
CommandLine: %SystemRoot%\system32\shell32.d1l CommandLine: %SystemRoot%\system32\shell32.d1l

- Created: 2022-07-14T02:54:45Z + Created: 2022-08-10T02:50:48Z
DigitalSignStatus: @ DigitalSignStatus: @
EntryName: Remove Properties Drop Target EntryName: Remove Properties Drop Target
FileExists: 1 FileExists: 1

- FileSize: 7647856 + FileSize: 7647832
HasSignature: true HasSignature: true

- Hash: 9D3F5CD3D6A815C406DD4278E01346410AF9582D544ABD2DAEEF5D4096185481 + Hash: €694731586C13EA2621E2B6310157DB92AC815AF5FE9AF6COD7EBE586616B342
Is32Bit: false Is32Bit: false
KeyPath: HKEY_LOCAL_MACHINE\SOFTWARE\Classes\¥\shell\removeproperties\Dro KeyPath: HKEY_LOCAL_MACHINE\SOFTWARE\Classes\*\shell\removeproperties\Dro
LastWriteTime: 2019-12-07T09:17:43Z LastWriteTime: 2019-12-07T09:17:43Z

- Modified: 2022-07-14T02:54:45Z + Modified: 2022-08-10T02:50:49Z
Path: C:\Windows\system32\shell32.d1l Path: C:\Windows\system32\shell32.d1l

Publisher: Microsoft Windows Publisher: Microsoft Windows

Compare: Explore items Added, Changed, Deleted

5. Integrate with Investigations:

* Leverage the insights gained from the comparison analysis to compare and
inform ongoing digital investigations.

By incorporating Baseline Analysis with Compare into the DFIR process, you
empower your team with a proactive and efficient approach to identifying and
mitigating potential security risks. This feature is a valuable asset in maintaining a
robust cybersecurity posture.
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Console Audit Logs

Overview

The Audit Log feature is designed to provide detailed and comprehensive logging

information about all actions performed within the platform. This ensures a solid’

chain of custody’, transparency, and accountability, and it also supports
investigations by maintaining a clear record of all activities.

The Audit Logs can be searched, filtered, and exported at the Organization level.

Audit Logs are accessed via the Activity button in the main menu and then from

Audit Logs in the secondary menu:

= Activity < Audit Logs
2 ) Audit Logs
# Home Insights
Notifications = Advanced Filters n Clear
!'l Assets
Audit Logs
E Cases
Acquisition Profile PDF and JPG test AcquisitionProfileCreatedEvent
= Libraries created
@ Repository Explor Acquisition Profile Tubitak created AcquisitionProfileCreatedEvent
# Integrations Acquisition Profile Jump lists and LNK only R B CEE G IRGa
created
Wl Activity Acquisition Profile SRS Demo created AcquisitionProfileCreatedEvent

E| Tasks

, Timelines

Acquisition Profile Barracuda-Offnetwork T

created

Acquisition Profile Compromise

AcquisitionProfileCreatedEvent
Assessment - All 0OS - Updated created

o Cloud BETA

Acquisition Profile wazuh_Revised created AcquisitionProfileCreatedEvent

Console Audit Logs: Activity > Audit Logs

Each log entry can have additional properties to view, such as what individual

interACT command was run and by whom:

User

User

User

User

User

User

User
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Audit Logs

1, interact = Advanced Filters 1] Clear

) Reload X Export &

tim.thorne{@binalyz 2024.07.11 08:04

Interdd
n. " nterACTCommandSente  User
Ric
Inter&CT d sent b
n. N cemmman sant e InterACTCommandSentE  User
RichardBurton
Data
body image -help Type
arigin user Username
Pri
Event Origin ML messagald
el 13cbB2e2-cdff-4721-9e7b Assat D
e DeB2e26delaa e

N\

tim_thorne@binaly: 2024.07.11 07:44

remote-command
tim.thorne@binalyze.com

deB1c296-18ed-dcdc-9cB7
e8cB5e0afcE3

2fcbeFal-cd1a-4b7f-B984-

3be34992d1f3 _}

Console Audit Logs: Expand log entry

(@) Important to know:

The audit log retention policy is designed to optimize platform performance and data
management. Users are encouraged to regularly back up their audit logs to prevent

data loss.

Audit Log Retention

* Exporting Logs: As of version 4.19, when exporting audit logs from the console
user interface, only logs from the last three months will be included in the

export.

* This ensures that users will always have access to the most recent audit logs in

the Ul while maintaining the ‘historical logs".

Information about the retention policy is displayed on the Audit logs page in the Tool

Tip as shown below:
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Audit logs are retained for 3 months from the date of creation and will

= Activity be automatically deleted after this period.
Audit Logs
/ﬁ\ Insights
Notifications = Advanced Filters Clear
=8
Audit Logs
(==

Console Audit Logs: Warning tooltip

This message says, "Audit logs are retained for 3 months from the date of creation
and will be automatically deleted after this period."

The Audit Log advanced filter date and time selection columns are limited to the last
3 months:

Advanced Filters

Oecurred At - Betwean - ADD

{ April v 2024 >

Sun  Mon Tue Wed Thu Fr Sat

21 22 23 24

[*]
oh
[o~]
L]

27

oo : 0o : 00

Console Audit Logs: Advanced filter

Audit Log Export

There are three options to export your Audit Logs:
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* Export Logs: Export the logs directly from the console’s Audit Log page.

* Send Logs to Syslog Server: Utilize the feature in settings to send logs to your
Syslog Server.

* Use the API: Refer to our API documentation to retrieve Audit Logs.

See below:

At the Organization level, users can search and filter audit logs within the Console
and easily export them in CSV format.

To do this, use the Export button located at the top right corner of the user
interface. This action will generate a ZIP file containing the filtered audit logs in CSV
format, making it convenient for further analysis and record-keeping:

< Audit Logs

—_ Activity
Audit Logs
/ﬁ\ Insights
Notifications [ = Advanced Filters }Iear O Reload B
L[]
Audit Logs
Acquisition Profile PDF and JPG test AcquisitionProfileCreatedEvent User 3; 2025.06.02 07:09:45
< created =
@ Acquisition Profile Tubitak created AcquisitionProfileCreatedEvent User M 2025.05.29 10:18:04
# Acquisition Profile Jump lists and LNK AcquisitionProfileCreatedEvent User :; 2025.05.23 13:39:24
only created =
Wl Acquisition Profile SRS Demo created AcquisitionProfileCreatedEvent User R 2025.05.22 17:06:18
Acquisition Profile Barracuda-Offnetwork AcquisitionProfileCreatedEvent  User c 2025.05.09 16:51:37

created

Console Audit Logs: Search, Advanced Filter, and Export options

Syslog/SIEM Integration

All logs are forwarded as Common Event Format (CEF) messages when integrated
with Syslog/SIEM which is found at Settings > Features > Syslog/SIEM, all logs are
forwarded as Common Event Format (CEF) messages.
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DRONE

What is DRONE?
What is an Analysis Pipeline?

Analyzers
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Cross Platform Analyzers

MITRE ATT&CK Analyzer >
Dynamo Analyzer >
Browser History Analyzer >
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Browser History Analyzer

The Browser History Analyzer inspects browser histories for entries that might be
indicative of suspicious activity.

The term "browser history" refers to the log of web pages a user has visited in their
web browser over a certain time, including URLs, page titles, and typically the date

and time of each visit.

In the context of malware and cybersecurity, browser history can provide insights in
several ways:
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1. Indicators of Compromise or Infection:

* Malicious URLs: The presence of known harmful URLs in the history could
suggest exposure to malware or phishing.

* Redirection Chains: Unusual sequences of redirects may indicate adware or
similar malware.

* Search Queries: Searches like "how to remove xyz malware" can signal
potential infection or cybersecurity concerns.

2. Malware Propagation:

* Browser Hijackers: Changes in browser settings reflected in history, like
altered homepages or search engines, can suggest hijacker malware.

e Drive-by Downloads: Visits to sites that exploit browser vulnerabilities to
download malware can be identified.

3. Exfiltration & Espionage:

e Spyware & Information Stealers: Malware that captures browser history to
glean personal interests, habits, or for targeted attacks.

4. Evasion and Anti-Forensics:

* Clearing Browser History: Automatic deletion of history by malware to cover
its tracks.

e Selective Deletion: Targeted removal of specific entries related to malicious
activities by sophisticated malware.

5. Manipulation for Fraud:
* Click Fraud: Repeated visits to ad-heavy pages could suggest click fraud.

* Login Page Imitation: Frequent access to fake login pages might indicate
phishing attempts.
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Dynamo Analyzer

Dynamo Analyzer will parse the database in the .ppc file generated as the result of
a Windows, Linux, or macOS collection tasking assignment assignment and
highlight suspicious entries.

XDR Forensics's existing YARA integration can scan the filesystem and memory of
assets but it cannot on its own parse the Window's registry database, scheduled
tasks, DNS cache, WMI, firewall rules and other persistence methods or
configuration databases - all areas of systems often abused by malicious actors.

Imagine having installed an outdated and vulnerable version of popular software,
Dynamo will be able to warn you about it

Or perhaps a crypto miner domain in DNS cache records, or a scheduled task
executing suspicious extension in the TEMP folder, and so on and so on.

Fileless Malware Techniques

Consider a scenario where malware stores its payload in a base64 encoded format
within a registry key. It then uses a scheduled task to run and inject the payload

directly into memory. Dynamo is designed to detect such fileless attack techniques,
thereby bringing a considerable uplift to scanning capabilities within XDR Forensics.

Conclusion
Dynamo Analyzer is not just another tool, it's a comprehensive solution designed to
identify and alert you about various forms of suspicious activities. By extending its

capabilities beyond what traditional tools like YARA offer, Dynamo provides a more
robust and nuanced approach to XDR Forensics and cybersecurity in general.

248



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

Generic WebShell Analyzer

The WebShell Analyzer is designed to detect suspicious Web Shells, which are
scripts allowing remote server access and control. Typically deployed as web-
based interfaces, webshells act like a shell environment and are developed in
various scripting languages like PHP, ASP, JSP, Python, and Perl, depending on
server compatibility.

Webshells are a significant threat due to several reasons:

1. Remote Access and Control: They grant attackers a robust platform to remotely
execute commands, manage files, and access databases through a browser.

2. Stealth: Webshells often mimic legitimate server files in name and appearance,
and may contain obfuscated code to evade detection.

3. Versatility: They can be utilized for various malicious purposes, including data
theft, server defacement, or as a base for broader attacks.

4. Authentication Bypass: Webshells enable direct server system access,
circumventing standard authentication.

5. Network Pivot Point: Attackers can use a compromised server as a base to
infiltrate and exploit other network systems.

6. Persistent Access: Webshells can provide ongoing access, even after the initial
vulnerability is patched, unless detected and removed.

Webshells are typically uploaded via:

* Exploiting vulnerabilities in web applications, like file upload flaws.
e Utilizing weak or default administrative credentials for file uploads.

* Gaining FTP or SSH access to directly upload the webshell.
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MITRE ATT&CK Analyzer

MITRE ATT&CK is a globally accessible knowledge base of adversary tactics and
techniques, based on real-world observations.

The ATT&CK knowledge base serves as the foundation for developing specific
threat models and methodologies. These threat models and methodologies hold
significance across various sectors, including private industry and government
organizations, and they form a cornerstone for communities dedicated to
cybersecurity products and services.

ATT&CK is an open platform, and its integration into XDR Forensics delivers
additional benefits by utilizing up-to-the-minute YARA rules for detecting potential
loCs (Indicators of Compromise) or TTPs (Tactics, Techniques, and Procedures).

DRONE's MITRE ATT&CK implementation uses YARA scanning across various
folders on the asset and across the running processes. These scans are carried out
with rules that the Cisco XDR Forensics threat-hunting DFIR team has crafted, and
XDR Forensics will check for updated rules every couple of hours. New rules will be
pushed automatically to the XDR Forensics installation.

The DFIR team also defines scan locations. Here are a few examples;

* Recycle bin folders

* User folders and sub-directories
e Temp directories

* Program Files directories

* System32 directory

@ The MITRE ATT&CK scanner runs on the actual asset and is not concerned with the
associated triage or acquisition tasking. Nor is it scanning the collected data or case
report.

Read more about how XDR Forensics uses our MITRE ATT&CK integration to deliver
insights here; Focus investigations with MITRE ATT&CK insights ~
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MITRE ATT&CK Analyzer changelog

This page tracks the updates/changes to XDR Forensics's MITRE ATT&CK Analyzer

10.6.2 (26/09/25)

MITRE ATT&CK Analyzer / YARA

* Added detection for binaries designed to dump credentials using
WerfaultSecure, enhancing credential access threat identification.

* Added detection for binaries designed to create processes as Protected
Process Light (PPL), improving defense evasion monitoring.

* Enhanced detection of potentially obfuscated VBScript code commonly used for
evasion purposes.

* Other smaller improvements including rule updates, quality of life and false
positive fixes.

Sigma

* DRONE has been updated with the most recent Sigma rule updates from
SigmaHQ and Hayabusa repositories.

10.6.1(25/09/25)

MITRE ATT&CK Analyzer /[ YARA

* Added improved detection for Quasar RAT by expanding signature strings
focused on keylogger functionality and reverse proxy capabilities, enhancing
detection reliability for this malware family.

* Other smaller improvements including rule updates, quality of life and false
positive fixes.
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Dynamo Analyzer

* Improved identification of hacker and remote monitoring management (RMM)
tool names by adding matched field tracking for more accurate reporting in
amcache, applications, browser history, and downloads modules.

* Refined reporting to utilize matched fields where available, enhancing clarity of
forensic data outputs across multiple embedded rules.

* Removed redundant checks for hacker commands in prefetch rules to
streamline processing.

* Implemented enhanced date handling in process monitoring, adding explicit
creation time tracking for more precise temporal context.

* Enhanced identification of various hacker tool names commonly found in
forensic evidence.

Sigma

* DRONE has been updated with the most recent Sigma rule updates from
SigmaHQ and Hayabusa repositories.

10.6.0 (19/09/25)

MITRE ATT&CK Analyzer / YARA

* Improved detection of base64 encoded Powershell commands.

* Updated detection for suspicious Powershell command abbreviations frequently
used by malware.

* Enhanced identification of Rclone, a tool used for syncing files with cloud
storage services in ransomware campaigns, expanding platform coverage to
Windows, Linux, and macOS.

e Other smaller improvements including rule updates, quality of life and false
positive fixes.
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Dynamo Analyzer

* Added SRUM Analyzer to parse and enrich SRUM data.

10.5.5 (17/09/25)

MITRE ATT&CK Analyzer / YARA

Added detection for a malicious script involved in a supply chain attack on over 40
npm packages. The malware uses TruffleHog to steal developer credentials and
propagate across repositories.

10.5.4 (16/09/25)

Dynamo Analyzer

* Enhanced identification of various hacker tool names commonly found in
forensic evidence by adding detection of hacker tool nhames in browser history
analysis.

* Improved the hacker tool names database with additional entries including
support for Rclone, a command-line program for managing and synchronizing
files across cloud storage and local file systems.

10.5.3 (16/09/25)

MITRE ATT&CK Analyzer /[ YARA
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* Added detection for GodRAT malware, a GhOst RAT-based Remote Access
Trojan targeting financial institutions.

* Enhanced detection for macOS Atomic (AMOS) infostealer variants, covering
both x64 and ARM64 architectures with specific decoding function signatures.

10.5.2 (14/09/25)

MITRE ATT&CK Analyzer /| YARA

* Added updated detection for TinyShell, an open source UNIX backdoor,
improving coverage with expanded MITRE ATT&CK mapping and enhanced
pattern matching.

* Enhanced detection of execution of Windows commands via LNK shortcut files,
commonly used for initial access, persistence, and execution by threat actors
abusing living-off-the-land binaries (LOLBINS).

10.5.1 (12/09/25)

MITRE ATT&CK Analyzer /| YARA

e Added detection for Betruger backdoor malware associated with RansomHub
group.

* Added detection for files with CVE-pattern filenames that may indicate proof-
of-concept exploits or malicious files mimicking CVE identifiers.

e Updated detection for SoftPerfect Network Scanner, a tool utilized for
conducting network scans, now supporting Windows and Darwin platforms with
improved inspection of file types.

10.5.0 (10/09/25)
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Dynamo Analyzer

* Enhanced identification of various hacker tool hames commonly found in
forensic evidence.

* Added detection for additional remote access management (RMM) tools
expanding the scope of RMM tool identification.

MITRE ATT&CK Analyzer / YARA

Improved detection for base64 encoded PowerShell variables commonly
observed in obfuscated malicious scripts.

* Refined JavaScript obfuscation detection targeting the jsobfuscator tool,
improving accuracy by adjusting pattern matching for obfuscated code
structures.

* Applied minor updates and corrections to YARA rule filtering paths to optimize
Linux path scanning for detections.

e Other smaller improvements including rule updates, quality of life and false
positive fixes.

Sigma

DRONE has been updated with the most recent Sigma rule updates from SigmaHQ
and Hayabusa repositories.

10.4.3 (04/09/25)

MITRE ATT&CK Analyzer /[ YARA

* Fixed a false positive detection for API hashing techniques used in reflective
code loading for defense evasion purposes.
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10.4.2 (03/09/25)

MITRE ATT&CK Analyzer / YARA

e Added detection for PromptLock ransomware, the first known Al-powered
ransomware using a local OpenAl GPT model via Ollama API to dynamically
generate malicious Lua scripts for filesystem enumeration, file inspection, data
exfiltration, and encryption.

* Enhanced detection of Mimikatz credential access tool commands, with
improved context to reduce false positives related to antivirus signatures.

* Other smaller improvements include rule updates, quality-of-life enhancements,
and fixes for false positives.

10.4.0 (28/08/25)

Dynamo Analyzer

* Enhanced identification of various hacker tool names commonly found in
forensic evidence.

MITRE ATT&CK Analyzer /[ YARA
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* Added detection for APT36 (Transparent Tribe) Linux campaign targeting Indian
BOSS systems using weaponized autostart files and spear-phishing to maintain
covert access against Indian government entities.

e Added detection for CANONSTAGER, a side-loaded DLL launcher used to
decrypt and execute payloads in memory.

* Added detection for SOGU.SEC backdoor (PlugX) involved in a PRC-nexus
espionage campaign targeting diplomats in Southeast Asia, deployed by
UNC6384.

* Enhanced detection of files with double extensions used for masquerading to
hide true file types and trick users into execution, now covering Windows,
Linux, and Darwin platforms.

Sigma

* DRONE has been updated with the most recent Sigma rule updates from
SigmaHQ and Hayabusa repositories.

10.3.3 (19/08/25)

Dynamo Analyzer

* Enhanced identification of various hacker tool names commonly found in
forensic evidence.

MITRE ATT&CK Analyzer / YARA
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* Added detection for OptiTune remote access software, which adversaries may
misuse for remote access.

* Added detection for SimpleHelp remote control software, sometimes abused by
attackers for remote access.

* Enhanced detection for Splashtop Streamer service, identifying adversary use
of legitimate remote access software for command and control channels.

* Added detection for Syncro remote control software, known to be occasionally
misused by attackers.

* Added detection for Dark-kill rootkit, which terminates EDR processes via kernel
callbacks and ZwTerminateProcess.

* Improved detection for Angry IP Scanner, a network scanning tool used for
active IP discovery and port scanning.

* Broadened identification of process monitoring and sandbox evasion tools,
including Process Explorer, Process Hacker, and multiple endpoint protection
services.

* Other smaller improvements include rule updates, quality-of-life enhancements,
and fixes for false positives.

Sigma

* DRONE has been updated with the most recent Sigma rule updates from
SigmaHQ and Hayabusa repositories.

10.3.2 (16/08/25)

MITRE ATT&CK Analyzer /[ YARA

* Added detection for the SoundBill shellcode loader used by the UAT-7237 APT
group.

* Enhanced detection of XOR-encoded strings used in Cobalt Strike Beacon DLLs
to better identify this popular adversary tool.
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10.3.1 (15/08/25)

MITRE ATT&CK Analyzer / YARA

e Added detection for multiple malware variants attributed to the UAT-5647
(RomCom) threat actor, including MeltingClaw, SingleCamper, and
ShadyHammock.

10.3.0 (14/08/25)

MITRE ATT&CK Analyzer /| YARA

Added detection for RustyClaw, a Rust-based malware downloader.

* Added detection for SnipBot (RomCom 5.0), a RomCom malware variant with
unique obfuscation and post-infection capabilities that allow command
execution and downloading additional modules on victim systems.

* Added detection for Mythic C2 dynamic HTTP shellcode loader used in attacks
leveraging WIinRAR vulnerabilities CVE-2025-8088 and CVE-2025-6218.

e Other smaller improvements include rule updates, quality-of-life enhancements,
and fixes for false positives.

Sigma

* DRONE has been updated with the most recent Sigma rule updates from
SigmaHQ and Hayabusa repositories.

10.2.5 (12/08/25)

MITRE ATT&CK Analyzer / YARA

259



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

* Added detection for potential exploitation of WinRAR path traversal
vulnerabilities CVE-2025-8088 and CVE-2025-6218 targeting initial access
techniques.

10.2.4 (11/08/25)

MITRE ATT&CK Analyzer / YARA

* Added detection for padded LNK files designed to exploit the ZDI-CAN-25373
vulnerability targeting Windows systems.

10.2.3 (10/08/25)

MITRE ATT&CK Analyzer /[ YARA

* Added detection for HeartCrypt-packed files, identifying this packer-as-a-
service used by Windows-based malware since early 2024.

* Other smaller improvements, including rule updates, quality of life, and false
positive fixes

10.2.2 (08/08/25)

MITRE ATT&CK Analyzer / YARA
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* Added detection for indicators of the AK47 toolset, including a custom
command-line tool abusing a legitimate third-party signed driver to terminate
processes used by APT Storm-2603, linked to ToolShell exploitations.

* Enhanced detection of VBScript code containing obfuscated content aimed at
evading detection.

e Added detection for a malicious driver designed to disable Windows Defender
and observed in Akira ransomware campaigns.

* Other smaller improvements, including rule updates, quality of life, and false
positive fixes

Dynamo Analyzer

* Enhanced identification of various hacker tool names commonly found in
forensic evidence.

Sigma

* Added new detection for PowerShell commands collecting sensitive file types
across directories, a common data exfiltration technique used by threat actors.

* DRONE has been updated with the most recent Sigma rule updates from
SigmaHQ and Hayabusa repositories.

10.2.1 (06/08/25)

Dynamo Analyzer

* Added detection of scheduled tasks executing at high frequency, indicating
potentially suspicious activity on Windows systems.

* Enhanced identification of various hacker tool names commonly found in
forensic evidence.

MITRE ATT&CK Analyzer / YARA
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* Enhanced IOC detection for exploitation attempts related to SharePoint CVE-
2025-53770, including web log and URI artifacts, as well as ASPX webshell and
compiled ASPX webshell usage and associated MachineKey extraction binaries.

* Added detection for the AutoColor backdoor malware, characterized by
advanced evasion techniques, custom encryption, and persistence mechanisms
for stealthy remote access on Linux platforms.

e Added detection for BlackSuit ransomware.
e Added detection for Chaos ransomware.

e Added detection for Storm-2603 Web shell that utilizes sockets and DNS to
receive and execute commands from its command and control infrastructure.

Sigma

* DRONE has been updated with the most recent Sigma rule updates from
SigmaHQ and Hayabusa repositories.

10.2.0 (29/07/25)

Dynamo Analyzer

* Enhanced identification of various hacker tool names commonly found in
forensic evidence.

MITRE ATT&CK Analyzer / YARA

262



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

* Improved detection of SharePoint server exploitation via CVE-2025-53770,
including updated patterns for web logs, URI artifacts, and webshells.

* Added detection for Donut shellcode loader and shellcode, enabling
identification of position-independent shellcode used for stealthy in-memory
execution of .NET assemblies and other payloads.

* Expanded detection capabilities for Amadey malware version 5.34 through
intrinsic pattern recognition and decryption algorithm identification.

* Added rules to identify indicators common across multiple ESXi ransomware
variants.

* Introduced detection for Warlock ransomware across Windows and Linux
platforms based on unique file and string patterns.

* New detection for ToolShell, a . NET-based webshell used for system
information gathering and cryptographic key extraction on Windows systems.

* Added SharpAdidnsdump detection, a tool for dumping Active Directory
credentials.

* Introduced detection of dynamic resolving of function addresses from
msvcrt.dll, used as a technique for evading detection.

* Added detection for SharpHost, a tool that collects host system and network
environment information.

* Introduced detection for Python DLL sideloading attempts, highlighting
suspicious Python libraries that may facilitate hijacking of execution flow.

* Other smaller improvements include rule updates, quality of life enhancements,
and fixes for false positives.

Sigma

* DRONE has been updated with the most recent Sigma rule updates from
SigmaHQ and Hayabusa repositories.

10.1.0 (26/07/25)

Dynamo Analyzer
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* Improved detection of suspicious Windows scheduled tasks by expanding
monitored command line path patterns.

* Enhanced identification of various hacker tool names commonly found in
forensic evidence.

MITRE ATT&CK Analyzer /[ YARA

e Added new detections for APT Patchwork, including its shellcode loader, remote
access trojan, and shellcode runner, to identify related malicious activity.

* Extended Lazarus APT coverage with detections for RootTroy backdoor,
malicious implant, trojan, and CryptoBot infostealer, alongside existing
detections for RustBucket and other Lazarus malware variants.

* Introduced detection of Nim-based binaries, covering Windows, Linux, and
macOS platforms, to flag potentially suspicious executables that require further
analysis.

e Added detection for the RouterScan hack tool used for network service
discovery and router enumeration.

* Detected LNK files executing PowerShell commands with suspicious paths and
those with embedded URLSs, highlighting potential initial access techniques.

e Added detection for payloads created by the commercial evasion framework
SHELLTER, commonly used to deploy post-exploitation payloads and evade
antivirus and EDR solutions.

e Other smaller improvements include rule updates, quality of life enhancements,
and fixes for false positives.

Sigma

* DRONE has been updated with the most recent Sigma rule updates from
SigmaHQ and Hayabusa repositories.

10.0.5 (22/07/25)
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Sigma

* DRONE has been updated with the latest Sigma rule enhancements from the
SigmaHQ and Hayabusa repositories, including detection for exploitation
attempts of CVE-2025-53770.

10.0.4 (21/07/25)
MITRE ATT&CK Analyzer /[ YARA
* Added detections for artifacts related to SharePoint server exploitation via CVE-

2025-53770, including web log entries, URIs, and ASPX webshells (both source
and compiled forms).

10.0.3 (18/07/25)

Dynamo Analyzer
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* Added detection for anomalous activity volume in HubSpot users by comparing
recent activity to historical baselines.

* Implemented identification of suspicious first-time user activities in HubSpot
within the first day of account creation, focusing on potentially destructive or
high-privilege actions.

* Introduced detection for rapid successive actions in HubSpot audit logs,
flagging potential automated or compromised account behavior based on action
frequency and speed.

* Created a comprehensive detector for suspicious activities in HubSpot audit
logs, covering user management, APl key management, data export, off-hours
activity, authentication failures, and configuration changes.

* Enhanced identification of various hacker tool names commonly found in
forensic evidence.

* Improved Windows Osquery detection by enriching WinSCP Host Key extraction
with associated user information through joined registry and user datasets.

MITRE ATT&CK Analyzer / YARA

* Added detection for RansomHub ransomware, a cross-platform threat known
for aggressive encryption and ransom note deployment.

* Added detection for the Veeamp credential dumping tool, targeting SQL
databases used by Veeam backup management software.

e Other smaller improvements include detection updates, quality-of-life
enhancements, and fixes for false positives.

10.0.2 (15/07/25)

MITRE ATT&CK Analyzer / YARA
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* Improved detection of multiple native IIS malware families, including lIS-Raid
variants, RGDoor, lIStealer, ISN, IISpy, lISerpent, and other groups targeting IIS
servers.

* Added identification of a malicious IS module used in SEO poisoning attacks.

* Refined detection logic to focus on filesystem context for better accuracy and
reduced false positives.

* Other smaller improvements include rule updates, quality-of-life enhancements,
and fixes for false positives.

10.0.1 (15/07/25)

Dynamo Analyzer

* Added detection for cached WinSCP host keys in the Windows registry, which
may indicate unauthorized use of WinSCP for remote file transfers.

10.0.0 (14/07/25)

Dynamo Analyzer

* Improved detection of scheduled tasks with suspicious extensions by adding
exclusions for specific system paths.

* Updated detection logic for services to better identify unusual paths used by
adversaries.

* Enhanced identification of various hacker tool names commonly found in
forensic evidence.

MITRE ATT&CK Analyzer / YARA
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* Added detection for a tool demonstrating multiple methods for bypassing
application whitelisting on Windows systems.

* Included rules for identifying Office template injection exploits commonly used
for defense evasion.

* Enhanced detection capabilities for process injection indicators using common
patterns.

* Implemented identification measures for suspicious CmdI32 usage, often
leveraged as a LOLBIn for stealthy command execution.

* Developed a rule to detect the use of the SOAPHound tool, which is associated
with Active Directory enumeration.

* Updated CobaltStrike beacon detection to include specific DLL characteristics
signs.

* Other smaller improvements include rule updates, quality-of-life enhancements,
and fixes for false positives.

9.6.1 (30/06/25)

Dynamo Analyzer

* Improved detection of suspicious service paths by including all fields in query
results.

9.6.0 (30/06/25)

Dynamo Analyzer

e Added comprehensive detection for Model Context Protocol (MCP) server
activities on Windows endpoints, which includes configuration files,
environment variables, network activity, processes, and installed programs.
These detections aim to identify unauthorized access to Al assistants and
potential data exfiltration capabilities.
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MITRE ATT&CK Analyzer / Yara

* Implemented detection for various native IIS malware families, including 11S-Raid
derivatives, RGDoor, lIStealer, ISN, lISpy, lISerpent, and others. Each detection
targets specific characteristics of the respective malware family.

e Updated detection rule for samples protected by the ConfuserEx protector,
enhancing identification accuracy.

e Other, more minor improvements include rule updates, quality-of-life
enhancements, and fixes for false positives.

9.5.0 (04/07/25)

YARAS

e Added detection for KoiLoader/KoiStealer malware.

e Added detection for various documented hacker tools used by the threat actors
in recent operations.

* Quality of life and false positive fixes.

* Many other smaller rules are in place for detecting various Initial Access IOCs.

Dynamo

e Updated the list of various hacker tools commonly found in forensic evidence.

9.2.2 (07/05/25)

YARA
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* Added detection for Python-based Anubis backdoor used by FIN7, a financially
motivated threat group.

* Added detection for QDoor backdoor.
* Added detection for SectopRAT, aka ArechClient2.

e Added detection for Lazarus APT BeaverTail malware and its infostealer
component.

e Added detection for a new variant of Stealcstealer.

e Added detection for EarthKurma APT Dunloader backdoor.

Dynamo

* Added identification of risky Windows Registry settings such as enabled RDP,
enabled vulnerable SMB, usage of unencrypted WDigest protocol, and more.

9.0.1(02/04/25)

YARA

* Updated detection of SystemBC multiplatform proxy malware.

e Updated detection of Play ransomware variant and the tools used by this threat
actor.

e other small fixes and improvements.

9.0.0 (02/04/25)

YARA
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* Added detection for HUI Loader that has been used since at least 2015 by
China-based threat groups, including Cinnamon Tempest and menuPass, to
deploy malware on compromised hosts. (51097)

* Added detection for ShadowPad backdoor. ShadowPad is a well-known and
privately sold modular backdoor, known to only be supplied to China-aligned
APT groups. (S0596)

* Added detection for SodaMaster that has been used by Chinese threat actors to
download and execute payloads since at least 2020. (S0627)

e Added detection for SparowDoor backdoor linked to the Chinese
FamousSparrow threat actor.

* Added detection for ABYSSWORKER rootkit driver, deployed to target and
silence different EDR vendors.

* Enhanced detection of samples using compromised/revoked digital signatures.

e Added detection for various tools used for credentials stealing, brute force,
network discovery, and reverse proxy techniques.

* Many other smaller fixes and improvements.

Dynamo

* Enhanced identification of the latest hacker tool names found in forensic
evidence that are commonly used in attacks.

8.7.0 - 8.71(05/03/25)

YARA

* Added detection for Winos command and control framework, targeting users in
Taiwan in latest campaign.

* Improved detection of ransomware variants targeting the ESXi platform.

* Added detection for Sosano backdoor, targeting organizations with a distinct
interest in aviation and satellite communications, along with critical
transportation infrastructure.
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8.6.3 (03/03/25)

YARA

e Added detection for Sagerunex backdoor attributed to Lotus Blossom APT.
(G0030)

8.6.2 (03/03/25)

YARA

e Added detection for Lazarus APT attributed InvisibleFerret and BeaverTail
malware variants. (G0032)

* Enchanced detection of malicious samples targetting crypto related browser
extensions.

8.6.1 (03/03/25)

YARA

* Improved detection of LightSpy windows variant, developed by Chinese
attributed APT41. (GO096)

* Added detection for macOS variant of malware dubbed Rustdoor, possibly
linked with notorious Windows ransomware groups.

8.6.0 (26/02/25)
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YARA

e Added detection for GhOstRAT, a remote access trojan that has been used to
hack into some of the most sensitive computer networks on Earth. (S0032)

* Added detection for macOS capable ransomware with exfiltration capabilities,
masquerading itself as LockBit. (T1486)

* Enhanced detection of vulnerable drivers used for privilege escalation and
defense evasion purposes. (T1068)

Dynamo

* Enhanced identification of forensic evidence where PowerShell executed
encoded content. (T1027.010)

8.5.1(12/02/25)

YARA

e Minor fixes.

8.5.0 (11/02/25)

YARA
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e Added detection for custom backdoor attributed to Lazarus APT group dubbed
Deceptive Development spreading via fake job offers. (G0032)

* Added detection for hack tools used for dumping Veeam credentials stored in
MSSQL databases. (T1555)

* Added detection for ValleyRAT backdoor attributed to Silver Fox cybercrime
group.

* Other small fixes and improvements.

Dynamo

* Enhanced identification of hack tools found in forensic evidence.

8.4.0 (26/01/25)

YARA

e Minor fixes.

8.3.0 (26/01/25)

YARA

* Minor fixes.

8.2.4 (30/12/24)

YARA
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* Added detection for malicious extensions involved in the Cyberhaven
compromise and a broader campaign targeting Chrome extensions for
credential-stealing purposes.

8.2.0 (26/12/24)

YARA

e FP fixes and verdict improvements.

8.1.0 (26/12/24)

YARA

* Access logs detection improvement. We now tend to show the entire line
instead of matching string of interest only.

e Added detection for BrazenBamboo APT.

e FP fixes

Dynamo

* HTML smuggling improvement and FP fixes.

* Improved description of rules.

8.0.2 (04/12/24)

YARA
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e Added detection for GHOSTSPIDER backdoor, attributed to the Chinese Earth
Estries APT group, primarily targeting critical industries such as
telecommunications and government entities

* Added detection for Pygmy Goat, which was discovered on Sophos XG firewall
devices, providing backdoor access to the device.

8.0.1(28/11/24)

YARA

* Added detection for STEALHOOK, an exfiltration tool used by OilRig (APT34)
group. (G0049)

* Added detection for tools designed to exploit CVE-2024-30088, a Windows
Kernel elevation of privilege vulnerability. (T1068)

8.0.0 (28/11/24)

YARA

* Enhanced identification of Vulnerable and Malicious drivers that are
weaponized by threat actors for defense evasion purposes. (T1068)

* Added detection for EDRSandblast, a hack tool designed to bypass EDR
detection. (T1562)

* Enhanced detection of various tools used by threat actors for Credentials
Access, Discovery, Lateral Movement, and other TTPs.

7.3.0 (28/11/24)
YARA
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e Added detection for Medusa ransomware.
e Added detection for Ymir ransomware.

* Yara rules that scan Access Logs for signs of exploitation attempts are now
updated to show the entire line where suspicious activity was detected.

7.3.0 (28/11/24)

YARA

* Added detection for RDP configuration files that include unusual sets of
permissions such as access to audio, disks, and the clipboard. (T1219)

* Added detection for various hack tools designed to extract passwords from
password stores. (T1555)

7.2.0 (28/10/24)

YARA

e Added detection for BianLian ransomware. (T1486)
e Enhanced identification of credential stealers that collect browser data. (T1005)
* Enhanced detection of Cobalt Strike. (S0154)

* Enhanced detection of memory dumpers and scripts designed to extract and
decrypt Kerberos tickets. (T1558)

7.1.0 (18/10/24)

YARA
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* Added detection for DragonForce ransomware binaries. (T1486)

* Added detection for Angry IP Scanner. (T1018)

7.0.0 (18/10/24)

YARA

* Added detection for Clop and MedusalLocker ransomware binaries observed in
September 2024. (TA0040)

e Enhanced detection of the Defender Control hack tool often used to disable
Microsoft Defender. (T1562.001)

e Added detection for HRSword, which threat actors use for defense evasion.
(T1562)

* Multiple minor FP fixes and performance improvements.

6.3.1(08/08/24)

YARA

* Added detection for Bugsleep backdoor attributed to the Iranian MuddyWater
threat actor.

6.3.0 (07/08/24)

YARA
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e Added detection for Java-based STRRAT and related IOCs.

* Added detection for APT group dubbed StormBamboo/Evasive Panda that
compromised an internet service provider (ISP) in order to poison DNS
responses for target organizations.

6.2.0 (07/08/24)

YARA

* Andariel/Lazarus IOCs update. (G0138, G0032)

e Added detection for Maui ransomware.

YARA

* Andariel/Lazarus IOCs update. (G0138, G0032)

e Added detection for Maui ransomware.

6.1.1(07/08/24)

YARA

e Andariel IOCs update. (G0138)

* Improved detection of Metasploit implants for Linux.

6.1.0 (07/08/24)

YARA
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* Added detection for IOCs attributed to North Korean Lazarus/Andrariel groups
outlined in CISA report. (G0032, G0138)

* Added detection for open-source Lilith RAT. (T1219)

6.0.0 (07/08/24)

YARA

* Improved detection of Shellcode loaders.
* Added detection for the SharpSploit post-exploitation tool.

* QOther minor fixes and improvements.

5.7.0 (17/07/24)

YARA

* Added detection for Pirpi backdoor attributed to the Chinese APT3 group.
(G0022)

e Added detection for IOCs used in the latest attacks by the APT41 group.
(G0096)

* Added detection for URL Shortcuts, taking advantage of CVE-2024-38112
vulnerability.

5.6.2 (17/07/24)

Sigma

* Improved detection of PowerShell processes using base64 obfuscation.
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5.6.1(17/07/24)

Dynamo

* Improved detection of CobaltStrike service installation.

5.6.0 (17/07/24)

YARA

* Added detection for known malicious VSCode extensions.
* Improved detection of successful ProxyShell exploitation found in server logs.

e Various quality of life and FP fixes.

5.5.2 (17/07/24)

YARA

* Improved detection of ASPX compiled DLL webshells.

5.5.1(17/07/24)

YARA

* Added Isass exclusion for memory scanning. (internal only changelog)
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5.5.0 (17/07/24)

YARA

* Added detection for malware known as DISGOMOJI, taking advantage of emojis
for C2 communication.

* Added detection for the Durian backdoor attributed to Kimsyky ATP group.
(G0094)

* Added detection for BadSpace backdoor.

e Various quality of life and FP fixes.

Dynamo

* Improved detection of Registry Run entries and Scheduled Tasks with base64
encoded PowerShell keyword.

5.4.0 (10/06/24)

YARA

* Added detection for exploitation attempt indicators of a critical argument
injection vulnerability in PHP (CVE-2024-4577).

e Added detection for BitRAT backdoor.
e Added detection for OrcusRAT backdoor.
* Added detection for LightSpy malware targeting macOS.

* Improved identification of path traversal indicators in server logs that suggest
exploitation attempts.

* Improved detection of .NET obfuscated/protected binaries.
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5.3.1(31/05/24)

YARA

e Updated list of path traversal attacks.

5.3.0 (31/05/24)

YARA

* Added detection for CrimsonRAT. (S0115)
* Improved detection of the IcedID Trojan. (S0483)

* Improved detection of ISO archives with hidden scripts and signs of DLL Side-
loading technique. (T1574.002)

* Added detection for the Mythic C2 framework agent.

Dynamo/osquery

* Added identification of possible ARP poisoning/spoofing.

5.2.0 (22/05/24)

YARA

283



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

* Added detection for DiceLoader trojan attributed to FIN7. (G0046)
* Added detection for Ebury botnet. (S0377)

* Added detection for Latrodectus trojan. (T1218.011, T1055, T1053.005,
T1070.004, T1059.003)

e Added detection for macOS Cuckoo and Atomic stealer. (T1059.002, T1555)
* Enhanced detection for Relective Code Loading technique. (T1620)

e Enhanced detection of Powershell based loaders. (T1059.001)

e Added detection for Kinsing miner. (S0599)

* Improved identification of vulnerable and malicious drivers used for privilege
escalation. (T1068)

* Various other fixes and improvements.

Dynamo

* Enhanced detection of network discovery and PowerShell commands in
forensic evidence.

5.1.2 (17/05/24)

YARA

* Improved detection of the Metasploit framework.
* Added detection of masqueraded LUA based samples. (T1036.008)

* Added detection for the GooseEgg hack tool, which is used for privilege
escalation and credential access, attributed to APT28. (G0007)

5.1.1(17/05/24)
YARA
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* Added detection for Rawdoor, a backdoor attributed to Chinese APT31 group.
(G0128)

* Added detection for CR4T backdoor discovered in campaign targeting
government entities in the Middle East.

* Improved detection of Pupy opensource, cross-platform C2 and post-
exploitation framework constantly being used by various threat actors.

e Improved detection of Linux-based webshells. (T1505.003)

* Improved detection or ZIP archives with indicators of DLL sideloading
technique. (T1574.002, T1566)

5.1.0 (18/04/24)

YARA

* Added detection for Kapeka backdoor attributed to Sandworm APT44 group.
(G0034)

* Improved/added detection of various malware such as DarkGate, Nitrogen,
FatalRAT, WikiLoader.

e Added detection for IOCs related to GlobalProtect CVE-2024-3400.
e Improved detection of Python-based loaders. (T1059.006)

* Improved detection of various shellcode implants e.g. Metasploit-based.
(T1620)

e Added detection for IOCs masqueraded as certificates. (T1036.008, T1027)

* Improved detection of obfuscated Javascript-based droppers, suspicious
base64 encoded IOCs, and PowerShell-based loaders. (T1620, T1059.001,
T1059.007, T1027)

* And many other smaller improvements.

5.0.2 (18/04/24)
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Sigma

* Powershell detection update

5.0.1(11/04/24)

YARA

e Vidar stealer FP fix.

5.0.0 (09/04/24)

YARA

* Added detection for Linux local privilege escalation exploit for CVE-2024-1086.

e Added detection for various APT groups related IOCs, including APT28, APT29,
APT33, and APT42. (G1006, G0007, GO016, GO064, GO059)

* Added detection for Dark Crystal a.k.a DCRat.

* Added detection for Sharpire post-exploitation agent. (S0363)

* Enhanced detection of obfuscated Golang-based binaries. (T1027)
* Enhanced detection of Nim-based binaries.

* Enhanced detection of RMM tools and software. (T1219)

* Enhanced identification of misplaced binaries is often used for DLL Side-
loading. (T1574.002)

* Enhanced identification of potentially misplaced script-based samples is often
used for masquerading purposes. (T1036.005)

* Enhanced identification of samples abusing double extension to trick users into
executing malicious files. (T1036.007)
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Dynamo

e Enhanced detection of various hacker commands found in areas such as
PowerShell commands, console, and console history.

e Vastly improved detection of RMM software commonly abused by malicious
actors. (T1219)

4.3.1. (01/04/24)

YARA

* Added detection for backdoored binaries and indicators of compromise found in
XZ Utils 5.6.0 and 5.6.1. (CVE-2024-3094)

4.3.0 (22/03/24)

YARA
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e Added detection for Xdealer malware attributed to the China-nexus threat actor
tracked as Earth Lusca. (G1006)

* Added detection for custom malware dubbed DinodasRAT targeting government
organizations. (G1006)

* Added detection for binaries signed by a D2innovation certificate attributed to
the Kimsuky APT group. (G0094)

* Added detection for Lumma information stealer (aka LummaC2 Stealer). (T1082,
T1622, T1140, T1562, T1119, T1005, T1071, T1020)

* Added detection for Meduza info stealer. (T1614, T1082, T1113, T1552, T1571)

* Added detection for indicators found in compiled ASPX Web Shell DLLs.
(T1505.003)

* Enhanced detection of samples having a suspicious keyword in their PDB path
(e.g. Trojan, Shellcode). (TAO0O5)

* Enhanced detection of Remote Access Software Tools commonly used in
ransomware attacks. (T1219)

* Enhanced detection of misplaced files masquerading as legitimate Windows
binaries. (T1036.005)

* Enhanced detection of malicious samples and scripts obfuscated with XOR, AES
and custom encoding. (T1027)

* Enhanced detection of samples abusing double extension in order to hide true
file type. (T1036.007)

* Enhanced detection of LNK files executing suspicious PowerShell commands.
(T1059.001, T1204.002)

* Enhanced detection of older exploits such as Zerologon, BlueKeep and more. (
T1021, T1068)

* Various other rules, fixes and performance improvements.

Dynamo
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* Updated Hacker Tool list with new keywords for hunting in forensic artifacts
such as Applications, Cronjobs, Downloads, MFT, Prefetch, Processes, Registry,
Scheduled Tasks, Services, ShellBags, Shell History, and Shimcache.
(T1588.002)

* Updated detections of Remote Management Software Website domains in DNS
Cache, indicating potentially unwanted usage of remote access software.
(T1219)

4.2.3 (05/03/24)

YARA

* Added detection for indicators of compromise indicating exploitation attempts
of two recent vulnerabilities in JetBrains TeamCity Multiple Authentication
Bypass Vulnerabilities (CVE-2024-27198 and CVE-2024-27199)

e Added detection for the Linux variant of Bifrost (aka Bifrose). Bifrost is a remote
access Trojan (RAT) that allows an attacker to gather sensitive information, like
hostname and IP address. (T1219)

* Added detection for Xeno RAT; an intricately designed malware, crafted with
advanced functionalities, conveniently accessible at no cost on GitHub.
(T1059.003, T1053.005, T1622, T1497, T1055, T1071.00)

* Added detection for suspicious unsigned executables protected with Obsidium
protector. (T1027.002)

* Added detection for FudModule rootkit exploiting CVE-2024-21338 kernel
elevation of privilege vulnerability. (T1068)

* Enhanced detection of files found outside of their default location which is a
very popular way of hiding malicious files under a known name of a legitimate
Windows component. (T1036.005)

* Enhanced detection of CobaltStrike beacons. (S0154)

4.2.2 (27/02/24)
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YARA

* Added detection for indicators of compromise, indicating exploitation attempts
of two recent vulnerabilities in ConnectWise ScreenConnect. (CVE-2024-1709 &
CVE-2024-1708)

4.2.1(24/02/24)

YARA

* Restored %WINDIR%\Temp to depth 2 recursion for now.

4.2.0 (23/02/24)

YARA

e Restored memory scan [INTERNAL USAGE detail]
* Added detection for the latest TinyTurla IOCs (G0010)

* Improved detection of Linux Shell scripts commonly used in malicious attacks.
Examples include log removal, public DNS insertion, manipulation of root SSH
keys, and other post-exploitation commands.

* Enhanced detection of various hack tools mentioned in the latest malware
campaigns.

4.1.0 (20/02/24)

YARA
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* Added detection for emails exploiting the Microsoft Outlook CVE-2024-21413
vulnerability.

* Enhanced detection of the Silver red team framework implant. (S0633)

* Added detection for IOCs abusing the Mockbin service for malicious purposes.
(T1090.004, T1102)

* Added detection for IOCs designed to capture NTLMv2 hashes. (T1187)

* Enhanced detection of binaries named after legitimate Windows executables for
masquerading and defense evasion purposes. (T1036.005)

* Enhanced detection of IOCs with base64 encoded keywords such as
Powershell, WScript, and many more. (T1027)

e Enhanced detection of ESXi ransomware variants. (TA0O040)

* Enhanced detection for many other IOCs with references to suspicious locations
and suspicious commands, such as disabling UAC, enabling RDP, and more.
(T1562.001, T1059.001, T1021.001, T1112)

* Various other fixes and performance improvements.

Dynamo

* Added detection for Crypto Mining Pool Address in DNS Cache and Browser
History. (T1496)

e Added detection for registry run entries executing PowerShell command to read
data stored in Registry. (T1547.001, T1059.001)

* Added detection for registry run entries executing suspicious PowerShell
commands. (T1547.001, T1059.001)

e Updated list of Widely Abused Top-Level Domains found in DNS Cache.
(T1583.001)

* Updated Hacker Tool list with over 100 new keywords for hunting in forensic
artifacts such as Applications, Cronjobs, Downloads, MFT, Prefetch, Processes,
Registry, Scheduled Tasks, Services, ShellBags, Shell History, and Shimcache.
(T1588.002)

e Updated detections for hunting Large File Transfer Websites in DNS Cache,
which can be used for uploading sensitive/confidential data. (T1567.002)
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4.0.1(05/02/24)

YARA

Added detection for C# and dictionary-based webshells.
* Enhanced detection of JSP webshells.

* Enhanced detection of directory traversal and XSS injection indicators found in
server logs.

* Enhanced detection of ProxyShell and ProxyNotShell vulnerabilities.
e Added detection of various Linux exploits.
* An updated list of vulnerable and malicious drivers from LOL Drivers project.

* Added detection for binaries using potentially compromised AnyDesk
certificate.

e QOther minor fixes.

Dynamo

e Minor FP fixes.

3.5.2 (22/01/24)

YARA

* Added more detection rules for IOCs observed in the exploitation of Ivanti VPN.
(CVE-2023-46805 and CVE-2024-21887)

* Added detection for IOCs related to Russian threat group COLDRIVER (also
known as UNC4057, Star Blizzard, and Callisto)
Reference: https://blog.google/threat-analysis-group/google-tag-coldriver-
russian-phishing-malware/
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3.5.1(22/01/24)

YARA

* Added detection for IOCs linked to Iranian and Russian APT groups such as
BlueBravo and Siamesekitten. (APT29, G1001)

e Added detection for I0Cs linked to Iranian OilRig APT. (G0049)

* Improved detection of Lazarus APT-related |IOCs. (G0032)

* Added detection of Outlook CVE-2023-23397 vulnerability exploitation.
* Improved identification of remote access software. (T1219)

* Improved detection of PowerShell scripts loading obfuscated content directly
into memory. (T1059.001, T1620)

* Added detection for archives exploiting Baracuda ESG vulnerability CVE-2023-
2868.

* Added detection for implants related to Alchimist attack framework.
* Added detection of pkexec CVE-2021-4034 vulnerability exploitation.

* Improved detection of various hacktools used for port scanning, brute force,
and privilege escalation.

* Improved detection of mixed casing keywords often used as a way of
obfuscation. (T1027)

* Improved detection of double file extension masquerading in archives such as
ZIP or RAR. (T1036.007)

* Enhanced detection of indicators of various exploitation attempts, including
Log4j, SQL Injection, XSS attacks, path traversal attacks, and more. (T1190)

e Added detection for IOCs found in the exploitation of lvanti Connect Secure
VPN. (CVE-2023-46805, CVE-2024-21887)
and more

Dynamo

* Added detection for scheduled tasks executing Certutil. (T1053.005, S0160)
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Other

* Various FP fixes and performance improvements.
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Linux Analyzers

* Generic WebShell Analyzer (wsa)
Scans asset for malicious webshells using YARA rules.
* Vulnerability Analyzer (vua)
Identifying if your device compromised with a known vulnerability.
* YARA Scanner (gys)
Scans your asset with your YARA repositories(refer to blog post here).
* Process Analyzer (Ipa)
Executes rules for running Processes, Process modules and Process handles.
* CronJob Analyzer (cra)
Identifies suspicious entries in CronJob tasks.
* Package Manager Analyzer (pkgmngr)
Identifies suspicious entries in Package Managers.
e Shell History Analyzer (sha)

Identifies suspicious entries in Shell histories.
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macOS Analyzers

Audit Event Analyzer >
Dynamo Analyzer >
* YARA Scanner (gys)

Scans your asset with your YARA repositories(refer to blog post here).
* Browser History Analyzer (bha)
Identifies URLs of interest from the browser histories.
* CronJob Analyzer (cra)
Identifies suspicious entries in CronJob tasks.
* Downloads Analyzer (dla)
Identifies suspicious entries in downloads.
e Shell History Analyzer (sha)

Identifies suspicious entries in Shell histories.
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Audit Event Analyzer

The macOS audit system records critical operational and security data. While this
provides valuable insights for security monitoring, it can also be exploited by
attackers to either gather sensitive information or manipulate logs to conceal
unauthorized activities.

To enhance security through a 'defense-in-depth' approach, it is imperative that the
files located in /var/audit be exclusively owned by the 'root' user and belong to the
'wheel' group, with read-only permissions. No other forms of access should be
permitted. Additionally, the use of macOS Access Control Lists (ACLs) is not
recommended for securing these files.

What does the Audit Event Analyzer do?

* Keyword Matching: XDR Forensics will search for customer-provided keywords
within each event record. If a keyword is identified, the finding is set to
"Matched."

* Generic Hacker Tools Detection: Each event record is analyzed for the
presence of known hacker tools. If such a tool is detected, the finding is set
according to pre-established criteria.

* Generic Hacker Commands Analysis: We evaluate each event record for the
presence of commonly used hacker commands. If a command is detected, the
finding is determined based on predefined guidelines.

* Sigma Rules Assessment: Each event record is scanned against a set of Sigma
rules. If a rule is matched, the finding is set by predetermined standards.

This structured approach ensures a comprehensive and efficient analysis of Audit
Events in macQOS, facilitating timely and accurate findings.
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Windows Analyzers

Dynamo Analyzer >
Browser History Analyzer >
Generic WebShell Analyzer >

e Application Analyzer (aa)

Identifies potentially malicious installed applications.
* Registry Analyzer (ara)

Identifies Autoruns registry records of interest.
* Scheduled Task Analyzer (asta)

Scans Scheduled task entries for items of note.
* Windows Services Analyzer (awsa)

Identifies potentially malicious Windows services.
* DNS Cache Analyzer (dnsa)

Scans DNS Cache records to identify abused TLDs.
* Event Records Analyzer (ela)

Analyzes Event Records with the Sigma rules.
* Hosts File Analyzer (ha)

Identifies host file entries with potentially malicious entries
* $MFT Analyzer (mfta)

Identifies MFT records of interest
* Network Share Analyzer (nsa)

Identifies potentially suspicious Network shares

Prefetch Analyzer >
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* Process Analyzer (pa)

Scans assets for running Processes, Process modules, and Process handles of
interest

e ShellBags Analyzer (sbha)

Identifies suspicious entries in ShellBags
e User Folders Analyzer (ufa)

Identifies suspicious entries in User Folders.
* Events of Interest (wea)

Analyzer for tracking events that you are interested in. This list can be
customized via config (refer to blog post here) file.

* Vulnerability Analyzer (vua)
Identifying if your device is compromised with a known vulnerability.
* YARA Scanner (gys)
Scans your asset with your YARA repositories.
* Ransomware Identifier (rwa)
Scans the asset for ransomware using YARA rules.
* AppCompatCache Analyzer

Scans AppCompatCache for suspicious entries in the executable files shimmed
on the system.
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Prefetch Analyzer

The Prefetch Analyzer is tasked with identifying suspicious entries within
Windows's Prefetch feature.

Prefetch is a Windows OS feature aimed at enhancing performance by speeding up
application and system startups. It works by tracking and preloading frequently
accessed data and code based on user application usage, thus reducing load
times.

In Windows, each application execution may generate or update a Prefetch file (.pf),
which contains information about the application, its associated files, and the
sections of the application accessed during start-up.

From a forensic and malware analysis standpoint, the Prefetch folder is highly
informative:

1. Execution History: Prefetch files reveal which applications have been run,
shedding light on user or malware activities. The existence of a .pf file for a
specific executable is indicative of its usage.

2. Timestamps: These files include timestamps of the first and last times
applications were run, aiding in event correlation.

3. Execution Frequency: The number of times an application has been run is
recorded, potentially indicating abnormal or repetitive patterns suggestive of
malware.

4. Associated Files: Prefetch files list files and directories the application accessed
at startup, aiding in identifying further malicious elements or artifacts.

5. Evasion and Anti-Forensics: Malware may try to avoid detection by altering or
deleting its own or other applications' Prefetch files. Missing files or signs of
tampering can signal malicious interference.
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Shellbag Data Fields

Shellbags are Windows registry artifacts that track and record user interactions
with the file system via Windows Explorer. These entries provide visibility into the
history of folder browsing activity and are an essential source of evidence in digital
forensics and incident response (DFIR) investigations.

ShellBags are often used to identify folder access patterns, deleted directories, and
user behavior—even when certain data has been removed or is no longer
accessible via traditional methods. XDR Forensics supports remote collection and
presentation of Shellbag data as part of its broader Windows evidence acquisition
capabilities.

Key Components of a Shellbag Entry

Each Shellbag entry contains several attributes. Below is a breakdown of these
attributes, how they are labeled in XDR Forensics, and what they reveal during
forensic analysis:
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Field Description

The registry path where the Shellbag entry
key_path is stored. Indicates the user or system
scope.

The raw content of the Shellbag entry within

value i
the registry.

Cached timestamp when the folder was last

cached_modified oe .
feeesd modified. Used to infer changes.

Cached timestamp for last access to the
cached_accessed folder. Useful for establishing activity
windows.

Cached creation date of the folder, captured

cached_created .
by the operating system.

Full resolved path of the file or folder.

th
b3 Reflects the actual or historical structure.
Timestamp when the Shellbag slot itself
slot_modified time was last modified. Indicates registry update
time.
Entry number in the NTFS Master File Table
mft_entry

(MFT). Helps link artifacts to disk-level data.

Sequence number for the MFT entry. Helps

mft sequence . .
=& detect file deletion and reuse.

Standard NTFS metadata for last

dified e . .
Toc.-1e modification time of the folder.
Last access time recorded in NTFS
accessed
metadata.
Creation timestamp recorded by the file
created

system.

Relevance to DFIR

Shellbag analysis plays a key role in:
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User activity reconstruction

Detecting folder creation and deletion

Timeline correlation with other artifacts

Understanding attacker movement or staging activity

By leveraging Shellbag entries, DFIR professionals can fill gaps that might exist in
other logging systems or file system data, particularly in post-breach or post-
removal scenarios.

FAQ: Is the 'Cached Accessed' field a native Microsoft
label?

Not quite — and this is a subtle but important distinction in forensics.

The field cached Accessed is not an official Microsoft-named field, but rather a
derived label commonly used by forensic tools (including XDR Forensics) to
describe data extracted from binary structures within Shellbag entries.

What's actually happening:

* Shellbags store binary shell item data that may contain timestamps such as:
o Created
o Modified
o Accessed

* These timestamps are embedded in various shell item structures, such as
FILE_ENTRY , FOLDER_ENTRY , or ZIP_CONTENTS records — and not explicitly
named by Microsoft.

Forensic tool interpretation:

Tools like XDR Forensics, Shellbags Explorer, and others parse these raw structures
and label the extracted timestamps with friendly terms like:
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® Cached Created
® Cached Modified

® Cached Accessed

The “cached” prefix is used because these timestamps represent snapshots,
cached at the time the folder was last browsed, rather than live file system
metadata.

Example: If a user browses C:\Users\Bob\Downloads , the Shellbag entry may
include a FILE_ENTRY structure with a timestamp that gets interpreted and
labeled as "Cached Accessed", even though Microsoft never calls it that.

Summary:

¢ Used by XDR Forensics: Yes
* Defined by Microsoft: No (it's a parsed artifact, not a registry value)

* Still forensically sound: Yes — it reflects real metadata from the shell item, just
given a descriptive label
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Windows Event Records
and how they are handled

XDR Forensics enables users to fully customize event log collections based on
specific channels, event IDs, and collection parameters, making investigations more
efficient and precise.

When discussing Windows Event Logs, it's important to understand two key
concepts: channels and event IDs.

1. Channel: A channel in Windows Event Logs refers to a specific "log" or source
of events. Windows organizes event logs into several channels, each dedicated
to logging specific types of events. Examples of commonly investigated
channels include:

e Application: Logs events from applications running on the system.

* Security: Logs security-related events, such as logon attempts or resource
access.

* System: Logs system-level events, including hardware failures and system
services.

* Setup: Log setup-related events, typically related to Windows installation
and updates.

2. Channels can be essential in the context of XDR Forensics when filtering or
triaging specific logs during forensic analysis. By using channels, investigators
can isolate relevant events and gain more efficient insights.

3. EventID: An event ID is a unique identifier for a specific type of event within a
channel. Windows assigns an event ID to categorize the nature of the event. For
example:

* EventID 4624 in the Security channel represents a successful user login.
* EventID 6006 in the System channel indicates a system shutdown.

4. Event IDs are critical for identifying and understanding specific system actions
or issues. In forensic investigations, solutions like XDR Forensics use event IDs
to pinpoint the exact events relevant to a security incident, helping investigators
build timelines and correlate suspicious activity.
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In XDR Forensics's Investigation Hub, filtering by channels and event IDs allows
analysts to quickly narrow down logs and focus on the most relevant ones to an
investigation.

Key Features introduced in XDR Forensics v4.23:

* XDR Forensics will now allow users to collect and present all event logs OR

* Define specific channels for event log collection.

e Users can select event IDs from the XDR Forensics list of over 200 of the most

commonly used in DFIR or manually add custom channels and event IDs.
* With event ID selections made, an additional parameter is required:
o Select the number of records to collect OR

o Select date ranges for log collection, allowing for targeted log retrieval.

How It Works:

A new Event Log Records configuration tab has been added to the “New
Acquisition Profile” wizard:
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New Acquisition Profile X

Hame *

Organization *

—-All Organizations

BB Windows Collection

Evidence List Artifact List Event Log Records Custom Content Profiles Hetwork Capture osgquery

EVT Log Records

Once yau initiate an scquisition using this profie, yau will be prompted to spacify how the avent lags should be collectad:

= Collect the last N records - You will pravide the nember of reconds to collect. Please note that the specified nurmiser (N} will be
collected for each avent ID salectad in your configuration.
= Collect records between a start and end date - Yau will provide a specific date ramge.

Please note: You will be asked to spacily the count (M) or the date range when starting the acquisition.

Event Types

=

Selected 0/ 201 Collapse Al Select Al

Security (71)

If you are already building an acquisition profile, you will eventually come to the
Event Logs section, and you will not notice a configuration button which will take
you to the Event Log Records tab as discussed above:
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I Metwork {8)

DMS Cache Collect DNS Cache

TCP Table Collect TCP Table

UDP Table Collect UDP Table

ARP Table Coll=ct ARP Tabla

IPvd Routes Collect IPvd

Metwork Adapters ormation aboul network adapters

Metwork Shares Cglfect information aboul network shares

Hosts Durmp Hosts File

B Event Logs (3]
Event Log EVT Filas

Durmip vl event log files

Event Log EVTX Files

B Event Log EVT Records

B Process Execution (7)

Durmip evix event log files

Coll=cl most recent event log recards

Prefatch Files Collect Prefetch Files and Parse
SRUM Coll=ct SRUM and Parse
Window's Timeline Collect Windows Timeline

To enable this feature, switch on the EVT Log Records by toggling on the switch
shown below and then either:

* Choose from a predefined list of 201 event IDs or

* Input custom channel and event IDs using the Add New Event Type option.
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BB Windows Collection w

Evidence List Artifact List Event Log Records Custom Content Profiles Metwork Capture osquery

(. EWT Log Re EDFdE)

Once yau initiate an scquisition wsing this profie, you will be prompted to specify how the event 1093 should be collectad

= Callecl the last N recards - You will provide the number of recedds to collest. Please nota that the specilied numbar (M) will ba
collacted for asch event 1D salectad in your eonfiguration.
= Caollect records between a start and end date - You will provide a specific date rangs.

Please note: You will be asked to specily the caunt (M) or the date rangsa when starting the acquisition.
Event Types G + Add Mew Event Type ])
Selected 201/ 201 Collapse Al Select All 8]

B Security (71) W

u 1100 Logging service shutdown

H 102 The audit log was cleared

The example below demonstrates how to manually add an event ID that is not
included in the 201 provided by XDR Forensics. This is typically only necessary for
rare, specialized cases, as the 201 event IDs cover the most common scenarios

comprehensively:
Event Types + Add New Event Type ]
Selected 201/ 201  Collapse All "f D MEW TYPE )
Channel * Event ID =
Security 4799 =
Provider Namea
RDH
Description
session was disconnected from a Window Station
f‘;_ Linux Collection ]
i macOS Collection \-. J 3

Once configured, the new Acquisition Profile will be saved and can be reused in
future investigations by selecting it from the Acquisition Profiles Library.

When running an Acquisition Profile that includes event log records, users must
select between two additional Event Log Records Configurations options:
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1. Collectlast ‘N’ records — This gathers the most recent ‘N’ records for each
event ID, in the example below, this is set to the default 4000:

Event Log Records Configuration

@ Collect last N records

Collect records between start and end dates

4000

Please note that the specified number (N} will be collected for each event ID selected in your configuration.

2. Collect records between start and end dates — In the example below, we have
used the date/time picker to choose the last 24 hours option, and you can see

those dates/times are automatically populated in the start and end boxes:
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Date&Time
Start date End date
17 Sep 2024 13:37:36 18 Sep 2024 13:37:36
< Sep 2024 Oct 2024 >

Mo Tu We Th Fr Sa Su Mo Tu We Th Fr Sa Su

1 1 2 3 4 S 6

2 3 4 3 6 7 12 13

9 10 1 12 13 14 19 20

16 17 - ¢ 20 21 26 27

23 24 25 26 27 28

30

13 37 36 36

Today Yesterday Previous Week ‘Evious Month Previous Year Last 15 Minutes

Last 60 Minutes Last 4 Hours Last 7 Days Last 30 Days
Cancel Apply

Event Log Records Configuration

Collect last N records

@ Collect records between start and end dates

17 Sep 2024 13:37:36 18 Sep 2024 13:37:36

The dates and times selected in the 'picker' align with the target asset's system
date and time settings, as displayed in the browser.

These features enable highly focused and relevant data collection, drastically
reducing the manual effort needed to filter out unnecessary data and ensuring that
critical events are captured during investigations.
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Here's a list of what some may consider the top ten event IDs often used to support

DFIR Investigations:

10.

. Event ID 4624 - Successful Account Logon Tracks successful user logins,

essential for identifying legitimate access.

. Event ID 4625 - Failed Account Logon Logs failed login attempts, which are

useful for detecting brute-force attacks.

Event ID 4776 - Credential Validation Indicates whether a user's credentials
were successfully validated by a domain controller.

Event ID 4688 - Process Creation Records every process started on the
system, useful for spotting suspicious activity.

Event ID 4648 - Logon Using Explicit Credentials Detects when credentials are
used for network logon, helping track lateral movement.

Event ID 4663 - Object Access Logs, when an object (such as a file or folder) is
accessed, are crucial for monitoring sensitive data access.

Event ID 4698 - Scheduled Task Creation Captures when a scheduled task is
created, often used by attackers for persistence.

Event ID 4719 - Audit Policy Change Tracks changes to audit policies, which
may indicate an attempt to cover tracks.

Event ID 1102 - Audit Log Cleared Logs when the security log is cleared, a
common indicator of malicious activity.

Event ID 4672 - Special Privilege Assigned Monitors when special privileges
(like admin rights) are assigned, helping detect privilege escalation.
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Event Records Summary
vs. Event Records

When investigating digital incidents with XDR Forensics's Investigation Hub,
analysts can rely on Event Records Summary and Event Records to analyze
system events efficiently. While both provide critical insights, they serve distinct
purposes, striking a balance between speed and detail in forensic investigations.

Key Differences Between Event Records Summary and
Event Records

1. Purpose

* Event Records Summary: Provides an aggregated view of event types,
enabling investigators to identify trends and anomalies quickly.

* Event Records: Stores every individual event occurrence with full forensic
details, allowing for in-depth analysis.

2. Data Volume

* Event Records Summary: Contains one row per unique event type,
significantly reducing data size for easy interpretation.

* Event Records: Stores one row per event instance, making it the most detailed
source for forensic examination.

3. Level of Detail

* Event Records Summary: Displays basic event information, including counts
and patterns.

* Event Records: Captures detailed event data, including timestamps,
usernames, IP addresses, and other forensic markers.

4. Usage in Investigations
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* Event Records Summary:
o Provides a quick overview of event trends and frequencies.

o Helps analysts identify abnormal activity (e.g., an unusual number of failed
logins).

e Event Records:

o Supports in-depth forensic analysis by providing comprehensive event
details.

o Enables precise querying for specific incidents (e.qg., identifying the exact
time, user, and IP address of failed login attempts).

Efficient Investigation Workflow with Both Event Types

Using both Event Records Summary and Event Records strategically can improve
forensic efficiency:

1. Start with Event Records Summary: Identify suspicious activity patterns and
event frequencies (e.g., a spike in failed logins).

2. Drill Down into Event Records: Once a potential issue is spotted, use Event
Records to retrieve exact event details, timestamps, user actions, and relevant
forensic evidence.

For example, if Event Records Summary shows an unusual increase in failed login
attempts, analysts can pivot to Event Records to examine:

* The exact timestamps of each failed attempt.
* The usernames are involved.

* The IP addresses from which the attempts originated.

By leveraging both views effectively, forensic investigators can prioritize threats,
optimize query performance, and perform comprehensive digital forensic
analysis.

Conclusion
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XDR Forensics's Event Records Summary and Event Records complement each
other in forensic investigations. The summary view enables fast pattern
recognition, while full event records provide detailed forensic insights.
Understanding when to use each ensures a more efficient, structured, and
thorough investigation process.
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What is an Analysis Pipeline?

Brief overview of DRONES's Analysis Pipeline

Traditional security tools often rely heavily on signature-based detection—a method
that struggles to keep pace with modern, fast-evolving threats. XDR Forensics
addresses this challenge by incorporating DRONE, an advanced automated
analyzer designed to rapidly evaluate collected evidence with forensic precision.

The Analysis Pipeline Approach

At the heart of DRONE is the Analysis Pipeline, a modular evaluation framework
that scrutinizes each evidence item across multiple stages. Each stage, or pipeline,
targets a specific category or characteristic, such as suspicious processes, unusual
network behavior, file anomalies, or signs of persistence.

As the evidence progresses through these pipelines, DRONE applies a combination
of proprietary analyzers, YARA rules, Sigma rules, and osquery-based logic to
assess the forensic significance of each artifact. When an issue is detected, it is
logged as a finding, with one of four possible severity classifications:

* High - Confirmed malicious behavior or artifacts indicating critical compromise.
* Medium - Indicators of suspicious or potentially unwanted behavior.

* Low - Anomalies or uncommon patterns that may warrant further investigation.
* Matched - Items flagged through either:

o Keyword hits, where the evidence matches one or more pre-defined text,
wildcard, or regular expression patterns, or

o Triage rule matches, where custom YARA, Sigma, or osquery rules are
applied at the time of acquisition or through manual triage, identify
relevant indicators.
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This Matched category is particularly powerful, as it allows analysts to surface
evidence linked to threat hunting hypotheses, indicators of compromise (I0Cs), or
tactical queries — even when the finding does not yet have a known severity level.
It ensures investigators never miss contextually important clues, even if those clues
are not immediately classifiable as high or medium severity.

Findings in the Investigation Hub

All findings, including "Matched" hits, are made available in the Investigation Hub
— XDR Forensics's unified workspace that consolidates triage results, acquisition
data, and analysis verdicts from multiple assets and cases. The integration of
severity-scored and keyword/triage-matched results enables faster triage,
prioritization, and response, especially across large-scale or multi-asset
investigations.

This methodical and automated analysis pipeline ensures forensically sound,

scalable, and efficient evidence evaluation, helping analysts quickly home in on
what matters most
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What is DRONE?

Lightning Fast, 24/7 Automated Compromise Assessment Technology

DRONE is XDR Forensics's automated compromise assessment module, which
delivers a truly effective decision support system to facilitate the rapid
investigation and assessment of multiple or individual assets. With DRONE, your
forensic digital evidence is automatically analyzed by DRONE's out-of-the-box,
always-up-to-date analyzers.

DRONE significantly reduces investigation time by providing automated findings to
analysts. In this way, analysts are not wasting time deliberating over what is
different, strange, or unexpected in a case, as they are automatically supplied with
any such findings.

DRONE will guide analysts, helping them to ‘pinpoint’ anomalies and potential
evidence of an attack in the shortest possible time by tagging each finding as a

'type'—High, Medium, Low, or Matched.

Read more about DRONE, XDR Forensics's built-in automated compromise
assessment technology here: Automated Compromise Assessment with DRONE ~
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Event Subscription

Overview

The Event Subscription feature enables users to register a URL that the system will
call with event details. This allows users to integrate with external systems by
sending JSON payloads to the specified URL whenever subscribed events occur.

Key Features

1. URL Registration: Users can provide a URL that will be called with a POST
request containing event information in a JSON payload.

2. Secure Headers: Every request to the registered URL includes an
Authorization: Bearer <token> header for authentication.

3. Event Selection: Users can select one or multiple events they want the system
to notify their URL about.

4. Subscription Status: Users can activate or deactivate subscriptions at any time.

5. Audit Logs: The system logs errors or issues when the registered URL cannot
be accessed, providing insights into potential failures.

Example HTTP request

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json } "eventName":
"TaskProcessingCompletedEvent", "organizationId": 1, "data" : { "taskId":

"12345", "taskDetailsUrl": "/#/task-details/12345", "taskType": "Export",
"assetId": "67890" % }

Audit Logs

The system maintains logs for monitoring calls:
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* Failed attempts to access the URL (e.g., 404 Not Found , 500 Internal Server
Error ) are recorded.

* Logs are accessible in the "Audit Logs" section, providing timestamps and error
details for troubleshooting.

Event List

DeploymentTokenRegeneratedEvent

This event is triggered when a deployment token is regenerated for an organization.
The old token will be invalidated, and a new token will be used for deployments.

Parameters

* organizationld: (string) The ID of the organization.
* organizationName: (string) The name of the organization.
e oldToken: (string) The old deployment token.

* newToken: (string) The new deployment token.
HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-

token> Content-Type: application/json § "eventName":

"DeploymentTokenRegeneratedEvent", "organizationId": 1, "data": %
"organizationId": "1", "organizationName": "example", "oldToken":
"oldToken", "newToken": "newToken" } %

Supported Events:
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DeploymentTokenRegeneratedEvent
CaseFileSavedEvent
TaskProcessingCompletedEvent
TaskProcessingFailedEvent
AirVersionAvailableEvent
AssetCreatedEvent
CaseArchivedEvent
CaseClosedEvent
CaseCreatedEvent
EndpointDeletedEvent
EndpointOfflineEvent
EndpointOnlineEvent
EndpointlsolationStatusUpdatedEvent
EndpointRegisteredEvent
EndpointUninstalledEvent
TasksHaveBeenTakenByEndpointEvent
DroneFileSavedEvent
OrganizationCreatedEvent
OrganizationDeletedEvent
OrganizationUpdatedEvent
RelayServerRegisteredEvent
RelayServerRemovedEvent
TaskAssignedToEndpointEvent
TaskAssignmentCancelledEvent
TaskAssignmentDeletedEvent
TaskCancelledEvent
TaskCompletedEvent
TaskFailedEvent
TaskDeletedEvent
TaskScheduledForEndpointEvent
TriageRuleMatchedEvent
TriageTaskCompletedEvent
AcquisitionTaskCompletedEvent
InterACTShellStartedEvent

CaseFileSavedEvent
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This event is triggered when a case file is saved to the AIR by Off-Network or
Assets.

Parameters

e assetld: (string) The ID of the asset
e taskld: (string) The ID of the task.
* reportURL: (string) Report URL.

HTTP request example

POST <your-path> HTTP/1.1

Host: <your-host>

Authorization: Bearer <your-token>
Content-Type: application/json

%
"eventName": "TaskProcessingCompletedEvent",
"organizationId": 1,
"data" : {
"taskId": "12345",
"taskDetailsUrl": "/4#/task-details/12345",
"taskType": "Export",
"assetId": "67890"
$
%

TaskProcessingCompletedEvent

This event is triggered when a Task's processes are completed. These processes
may include actions such as data collection, analysis, reporting, or other workflow
steps associated with the task. Completion indicates that all required steps have
been successfully executed.

Parameters

322



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

* taskld: (string) The ID of the task.
e taskDetailsUrl: (string) The URL of the task details
* taskType: (string) The task type of the task (Acquire evidence, Triage vs.)

e assetld: (string) The assetld which is assigned to the task.
HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json § "eventName":
"TaskProcessingCompletedEvent", "organizationId": 1, "data": { "taskId":
"taskId", "taskDetailsUrl": "url", "taskType": "taskType", "assetId":
"assetId", i }

TaskProcessingFailedEvent

This event is triggered when a Task's processes fail. This could occur due to
various reasons such as resource unavailability, misconfiguration, or unexpected
errors during execution. Users should review the task details and the associated
error reason to identify the root cause and take corrective actions, such as retrying
the task or fixing the underlying issues.

Parameters

e taskld: (string) The ID of the task.
e taskDetailsUrl: (string) The URL of the task details
* taskType: (string) The task type (Acquire evidence, Triage vs.)

e assetld: (string) The assetld which is assigned to the task.
HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json {§ "eventName":
"TaskProcessingFailedEvent", "organizationId": 1, "data": { "taskId":
"taskId", "taskDetailsUrl": "url", "taskType": "taskType", "assetId":
"assetId", ¥ %
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AirVersionAvailableEvent

This event is triggered when a new version of the AIR product is available. It informs
the system or users about the newly available version and compares it with the
current version in use.

Parameters

* newVersion: (string) The new version of the AIR that is now available.
* currentVersion: (string) The current version of the AIR in use.

* releaseNotes: (string) The notes of the release

HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-

token> Content-Type: application/json § "eventName":

"AirVersionAvailableEvent", "organizationId": 1, "data": § "newVersion":
"2.0.0", "currentVersion": "1.0.0", "releaseNotes": "Hi new changes
applied" % %

AssetCreatedEvent

This event is triggered when a new asset is created in the system. It provides
details about the asset, including its ID, name, type, and creation timestamp.

Parameters

* id: (string) The unique identifier of the asset.
* pame: (string) The name of the asset.
* type: (string) The type of the asset

e createdAt: (string) The date when the asset was created.

HTTP request example
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POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json § "eventName": "AssetCreatedEvent",
"organizationId": 1, "data": { "id": "asset-id", "name": "Asset Name",

"type": "Asset Type", "createdAt": "2025-01-28T12:00:00Z2" % }

CaseArchivedEvent

This event is triggered when a case is archived in the system. It provides details
about the archived case, including its ID and name.

Parameters

* id: (string) The unique identifier of the archived case.

* name: (string) The name of the archived case.

HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json 3 "eventName": "CaseArchivedEvent",

"organizationId": 1, "data": { "id": "case-id", "name": "Case Name" % }

CaseClosedEvent

This event is triggered when a case is closed in the system. It provides details
about the closed case, including its ID, name, and the timestamp when it was
closed.

Parameters

e id: (string) The unique identifier of the closed case.
* npame: (string) The name of the closed case.

* closedOn: (string) The date when the case was closed.

HTTP request example
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POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json § "eventName": "CaseClosedEvent",
"organizationId": 1, "data": { "id": "case-id", "name": "Case Name",
"closedOn": "2025-01-28T12:00:00Z" } }

CaseCreatedEvent

This event is triggered when a new case is created in the system. It provides details
about the created case, including its ID, name, and the owner user of the case.

Parameters

* id: (string) The unique identifier of the created case.
* name: (string) The name of the created case.

* ownerUser: (string) The user who owns the created case.

HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-

token> Content-Type: application/json { "eventName": "CaseCreatedEvent",
"organizationId": 1, "data": { "id": "case-id", "name": "Case Name",
"ownerUser": "user-name" % %

EndpointDeletedEvent
This event is triggered when an endpoint is deleted from the system. It provides
details about the deleted endpoint, including its ID, name, label, version, and

platform.

Parameters
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* id: (string) The unique identifier of the deleted endpoint.

* name: (string) The name of the deleted endpoint.

* label: (string) The label associated with the deleted endpoint.
e version: (string) The version of the deleted endpoint.

e platform: (string) The platform of the deleted endpoint.
HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json § "eventName":
"EndpointDeletedEvent", "organizationId": 1, "data": { "id": "endpoint-id",
"name": "Endpoint Name", "label": "Endpoint Label", "version": "1.0.0",

"platform": "Platform Name" % %}

EndpointOfflineEvent
Triggered when an endpoint goes offline.
Parameters

* id: (string) The unique identifier of the deleted endpoint.

* npame: (string) The name of the deleted endpoint.
HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json { "eventName":

"EndpointOfflineEvent", "organizationId": 1, "data": { "id": "endpoint-id",

"name": "Endpoint Name" % %

EndpointOnlineEvent
Triggered when an endpoint comes online.

Parameters
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* id: (string) The unique identifier of the deleted endpoint.
* name: (string) The name of the deleted endpoint.

HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-

token> Content-Type: application/json { "eventName": "EndpointOnlineEvent",
"organizationId": 1, "data": {3 "id": "endpoint-id", "name": "Endpoint Name"
£t

EndpointisolationStatusUpdatedEvent

This event is triggered when the isolation status of an endpoint is updated. It
provides details about the endpoint and the changes in its isolation status.

Parameters

* endpointld: (string) The unique identifier of the endpoint whose isolation status
has been updated.

* oldStatus: (string) The previous isolation status of the endpoint.

* newsStatus: (string) The new isolation status of the endpoint.
HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json { "eventName":
"EndpointIsolationStatusUpdatedEvent", "organizationId": 1, "data": {
"endpointId": "endpoint-id", "oldStatus": "isolation-enabled", "newStatus":

"isolation-disabled" % %

EndpointRegisteredEvent
This event is triggered when a new endpoint is registered in the system. It provides

details about the registered endpoint, including its ID, organization ID, name,
platform, and version.
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Parameters

* id: (string) The unique identifier of the registered endpoint.

* organizationld: (string) The ID of the organization that the endpoint belongs to.
* npame: (string) The name of the registered endpoint.

e platform: (string) The platform associated with the registered endpoint.

e version: (string) The version of the registered endpoint.

HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-

token> Content-Type: application/json { "eventName":

"EndpointRegisteredEvent", "organizationId": 1, "data": { "id": "endpoint-
id", "organizationId": "org-id", "name": "Endpoint Name", "platform":
"Platform Name", "version": "1.0.0" % %

EndpointUninstalledEvent

This event is triggered when an endpoint is uninstalled from the system. It provides
details about the uninstalled endpoint, including its ID, name, platform, version, and
the source of the uninstallation.

Parameters

* id: (string) The unique identifier of the uninstalled endpoint.

* npame: (string) The name of the uninstalled endpoint.

e platform: (string) The platform associated with the uninstalled endpoint.
e version: (string) The version of the uninstalled endpoint.

* uninstallSource: (string) The source of the uninstallation, such as whether it
was uninstalled via task, user, or due to migration

HTTP request example
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POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json { "eventName":
"EndpointUninstalledEvent", "organizationId": 1, "data": § "id": "endpoint-
id", "name": "Endpoint Name", "platform": "Platform Name", "version":

"1.0.0", "uninstallSource": "user" % %

TasksHaveBeenTakenByEndpointEvent

This event is triggered when an endpoint has taken a set of tasks. It provides details
about the endpoint and the tasks that have been assigned to it.

Parameters

* endpointld: (string) The unique identifier of the endpoint that has taken the
tasks.

e taskCount: (number) The number of tasks that have been assigned to the
endpoint.

e taskNames: (array of strings) The names of the tasks that have been assigned
to the endpoint.

HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json § "eventName":
"TasksHaveBeenTakenByEndpointEvent", "organizationId": 1, "data": {
"endpointId": "endpoint-id", "taskCount": 3, "taskNames": ["Task 1", "Task
2", "Task 3"] % %

DroneFileSavedEvent

This event is triggered when a file related to a drone task is saved in the system. It
provides details about the saved file, including the file path, the associated task ID,
and the endpoint ID.

Parameters
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e droneZipPath: (string) The path to the saved drone file (ZIP file).
e taskld: (string) The ID of the task associated with the saved drone file.

* endpointld: (string) The ID of the endpoint associated with the saved drone file.
HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json § "eventName": "DroneFileSavedEvent",
"organizationId": 1, "data": {3 "droneZipPath": "/path/to/drone/file.zip",
"taskId": "task-id", "endpointId": "endpoint-id" % }

OrganizationCreatedEvent

This event is triggered when a new organization is created in the system. It provides
details about the newly created organization, including its ID and name.

Parameters

e id: (string) The unique identifier of the created organization.

* name: (string) The name of the created organization.
HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json { "eventName":

"OrganizationCreatedEvent", "organizationId": 1, "data": { "id":

"organization-id", "name": "Organization Name" } %

OrganizationDeletedEvent

This event is triggered when an organization is deleted from the system. It provides
details about the deleted organization, including its ID and name.

Parameters
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* id: (string) The unique identifier of the deleted organization.
* name: (string) The name of the deleted organization.
HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json { "eventName":
"OrganizationDeletedEvent", "organizationId": 1, "data": { "id":

"organization-id", "name": "Organization Name" % %

OrganizationUpdatedEvent

This event is triggered when an organization is updated in the system. It provides
details about the updated organization, including its name and the fields that were
updated.

Parameters

* name: (string) The name of the updated organization.

e updatedFields: (string) A comma-separated list of the fields that were updated
in the organization.

HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json § "eventName":
"OrganizationUpdatedEvent", "organizationId": 1, "data": § "name": "Updated

Organization Name", "updatedFields": "fieldl, field2, field3" % %

RelayServerRegisteredEvent
This event is triggered when a new relay server is registered in the system. It
provides details about the registered relay server, including its ID, name, endpoint

ID, version, and endpoint name.

Parameters

332



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

* id: (string) The unique identifier of the registered relay server.

* name: (string) The name of the registered relay server.

* endpointld: (string) The ID of the endpoint associated with the relay server.
e version: (string) The version of the relay server.

* endpointName: (string) The name of the endpoint associated with the relay
server.

HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-

token> Content-Type: application/json { "eventName":

"RelayServerRegisteredEvent", "organizationId": 1, "data": { "id": "relay-
server-id", "name": "Relay Server Name", "endpointId": "endpoint-id",
"version": "1.0.0", "endpointName": "Endpoint Name" % }

RelayServerRemovedEvent

This event is triggered when a relay server is removed from the system. It provides
details about the removed relay server, including its ID, name, and the associated
endpoint ID.

Parameters

* id: (string) The unique identifier of the removed relay server.
* npame: (string) The name of the removed relay server.

* endpointld: (string) The ID of the endpoint associated with the removed relay
server.

HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json { "eventName":
"RelayServerRemovedEvent", "organizationId": 1, "data": { "id": "relay-

server-id", "name": "Relay Server Name", "endpointId": "endpoint-id" % %
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TaskAssighedToEndpointEvent

This event is triggered when a task is assigned to an endpoint. It provides details
about the task assignment, including the task name, endpoint name, case name,
and the associated IDs.

Parameters

e taskName: (string) The name of the assigned task.

* endpointName: (string) The name of the endpoint the task is assigned to.
* endpointld: (string) The unique identifier of the endpoint.

e caseName: (string) The name of the case associated with the task.

e assignmentld: (string) The unique identifier of the task assignment.

e caseld: (string) The unique identifier of the case.
HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json { "eventName":

"TaskAssignedToEndpointEvent", "organizationId": 1, "data": { "taskName":

"Task Name", "endpointName": "Endpoint Name", "endpointId": "endpoint-id",
"caseName": "Case Name", "assignmentId": "assignment-id", "caseld": "case-
id" ¥ %

TaskAssignmentCancelledEvent
This event is triggered when a task assignment to an endpoint is cancelled. It
provides details about the cancelled task assignment, including the task's ID, name,

type, and the endpoint it was assigned to.

Parameters
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e taskld: (string) The unique identifier of the cancelled task.

* taskName: (string) The name of the cancelled task.

e taskType: (string) The type of the cancelled task.

* endpointName: (string) The name of the endpoint the task was assigned to.
* endpointld: (string) The unique identifier of the endpoint.

e taskAssignmentld: (string) The unique identifier of the cancelled task
assignment.

HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json { "eventName":
"TaskAssignmentCancelledEvent", "organizationId": 1, "data": { "taskId":
"task-id", "taskName": "Task Name", "taskType": "Task Type",
"endpointName": "Endpoint Name", "endpointId": "endpoint-id",

"taskAssignmentId": "task-assignment-id" % %

TaskAssignmentDeletedEvent

This event is triggered when a task assignment is deleted. It provides details about
the deleted task assignment, including the task's name, type, and the endpoint to
which it was assigned.

Parameters

e taskName: (string) The name of the deleted task.

e taskType: (string) The type of the deleted task.

* endpointName: (string) The name of the endpoint the task was assigned to.
* endpointld: (string) The unique identifier of the endpoint.

e taskld: (string) The unique identifier of the deleted task.

e taskAssignmentld: (string) The unique identifier of the deleted task
assignment.

HTTP request example
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POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json { "eventName":
"TaskAssignmentDeletedEvent", "organizationId": 1, "data": { "taskName":
"Task Name", "taskType": "Task Type", "endpointName": "Endpoint Name",
"endpointId": "endpoint-id", "taskId": "task-id", "taskAssignmentId":

"task-assignment-id" % %

TaskCancelledEvent

This event is triggered when a task is cancelled. It provides details about the
cancelled task, including its ID, name, and type.

Parameters

e taskld: (string) The unique identifier of the cancelled task.
e taskName: (string) The name of the cancelled task.

* taskType: (string) The type of the cancelled task.
HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json {3 "eventName": "TaskCancelledEvent",
"organizationId": 1, "data": { "taskId": "task-id", "taskName": "Task
Name", "taskType": "Task Type" % %

TaskCompletedEvent

This event is triggered when a task is completed. It provides details about the
completed task, including its ID, name, type, the organization it belongs to, and
statistics about the assigned and completed endpoints.

Parameters
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* id: (string) The unique identifier of the completed task.

* name: (string) The name of the completed task.

* type: (string) The type of the completed task.

* organizationld: (string) The ID of the organization to which the task belongs.

* totalAssignedEndpoints: (humber) The total number of endpoints assigned to
the task.

¢ totalCompletedEndpoints: (number) The total number of endpoints that have
completed the task.

e caselds: (array of strings) Ids of the case’s

e createdBy: (string) The name of the owner

HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json 3 "eventName": "TaskCompletedEvent",
"organizationId": 1, "data": { "id": "task-id", "name": "Task Name",
"type": "Task Type", "organizationId": "org-id", "totalAssignedEndpoints":
5, "totalCompletedEndpoints": 4, "caseIds": [C-2025-03] "createdBy":"John
doe" % }

TaskFailedEvent

Triggered when a task fails (distinct from TaskProcessingFailedEvent , which
refers to execution process failures).

Parameters:

e taskld: (string) The ID of the task.

e taskName: (string) The name of the task.

e taskType: (string) The type of the task.

* caselds: (array of strings) The IDs of the cases associated with the task.

* createdBy: (string) The user who created the task.

HTTP request example
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POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json § "eventName": "TaskFailedEvent",
"organizationId": 1, "data": { "taskId": "task-id", "taskName": "Task
Name", "taskType": "Task Type", "caselds": ["case-id-1", "case-id-2"],

"createdBy": "John Doe" % %

TaskDeletedEvent

This event is triggered when a task is deleted. It provides details about the deleted
task, including its ID, name, and type.

Parameters

e taskld: (string) The unique identifier of the deleted task.
e taskName: (string) The name of the deleted task.

e taskType: (string) The type of the deleted task.
HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json { "eventName": "TaskDeletedEvent",
"organizationId": 1, "data": § "taskId": "task-id", "taskName": "Task
Name", "taskType": "Task Type" % %

TaskScheduledForEndpointEvent
This event is triggered when a task is scheduled for an endpoint. It provides details
about the task and the endpoint it is scheduled for, along with the associated case

information.

Parameters
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* endpointName: (string) The name of the endpoint the task is scheduled for.
e taskName: (string) The name of the scheduled task.

e taskType: (string) The type of the scheduled task.

* endpointld: (string) The unique identifier of the endpoint.

e caseld: (string) The unique identifier of the associated case.

e caseName: (string) The name of the associated case.

HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json { "eventName":

"TaskScheduledForEndpointEvent", "organizationId": 1, "data": 3

"endpointName": "Endpoint Name", "taskName": "Task Name", "taskType": "Task
Type", "endpointId": "endpoint-id", "caseId": "case-id", "caseName": "Case
Name" % %

TriageRuleMatchedEvent

This event is triggered when a triage rule is matched for a task on an endpoint. It
provides details about the matched rule, the associated task, and the endpoint
involved.

Parameters

* endpointld: (string) The unique identifier of the endpoint where the rule was
matched.

* endpointName: (string) The name of the endpoint where the rule was matched.
e taskld: (string) The unique identifier of the associated task.

e taskName: (string) The name of the associated task.

* ruleName: (string) The name of the triage rule that was matched.

* ruleType: (string) The type of the triage rule that was matched.

e details: (object) Additional details or context about the matched rule.

HTTP request example

339



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json { "eventName":
"TriageRuleMatchedEvent", "organizationId": 1, "data": { "endpointId":
"endpoint-id", "endpointName": "Endpoint Name", "taskId": "task-id",
"taskName": "Task Name", "ruleName": "Rule Name", "ruleType": "Rule Type",

"details": { "key": "value" % } %

TriageTaskCompletedEvent
Triggered when a triage task is completed.

Parameters

* id: (string) The task ID.

* pame: (string) The task name.

* organizationld: (string) The organization ID.

e totalAssignedEndpoints: (number) Number of endpoints assigned.

* totalCompletedEndpoints: (hnumber) Number of endpoints completed.

* totalMatched: (number) Number of matched items.

e totalMatchedEndpoints: (humber) Number of endpoints that had matches.

* mitreAttackEnabled: (boolean) Whether MITRE ATT&CK detection was enabled.

* triageRules: (array) List of rules used.
HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json { "eventName":
"TriageTaskCompletedEvent", "organizationId": 1, "data": § "id": "task-id",
"name": "Task Name", "organizationId": "org-id", "totalAssignedEndpoints":
5, "totalCompletedEndpoints": 4, "totalMatched": 3,
"totalMatchedEndpoints": 2, "mitreAttackEnabled": true, "triageRules": [ i
"id": "triage-id", "name": "Rule Name", "engine": "yara", "searchIn":
"system" } ] % ¥

AcquisitionTaskCompletedEvent
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Triggered when an acquisition task is completed.

Parameters

id: (string) Task ID.

* name: (string) Task name.

* organizationld: (string) Organization ID.

e totalAssignedEndpoints: (humber) Assigned assets.

* totalCompletedEndpoints: (humber) Completed assets.
e profileld: (string) Profile ID.

* profileName: (string) Profile name.

* droneEnabled: (boolean) Drone used.

e cpuLimit: (number) CPU limit for the task.

e compressionEnabled: (boolean) Compression enabled.

HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json § "eventName":
"AcquisitionTaskCompletedEvent", "organizationId": 1, "data": { "id":
"task-id", "name": "Task Name", "organizationId": "org-id",
"totalAssignedEndpoints": 5, "totalCompletedEndpoints": 4, "profileId":
"profile-id", "profileName": "Profile Name", "droneEnabled": tzrue,

"cpuLimit": 100, "compressionEnabled": true } ¥

InterACTShellStartedEvent

Triggered when an InterACT shell session starts.

Parameters
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e taskName: (string) The name of the task.

* sessionld: (string) The session ID.

e caseld: (string) The ID of the related case.
* endpointld: (string) The ID of the endpoint.

* endpointName: (string) The name of the endpoint.
HTTP request example

POST <your-path> HTTP/1.1 Host: <your-host> Authorization: Bearer <your-
token> Content-Type: application/json { "eventName":
"InterACTShellStartedEvent", "organizationId": 1, "data": { "taskName":
"Task Name", "sessionId": "session-id", "caseId": "case-id", "endpointId":

"endpoint-id", "endpointName": "Endpoint Name" % %\
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Evidence Repositories

Where to save your collected data

By default, XDR Forensics supports saving collected evidence locally on the asset
with paths set as CiscoForensics for Windows, /opt/cisco/forensics for Linux,
and /opt/cisco/forensics for macQOS. Alternatively, users can opt to send their
collections to Evidence Repositories, such as network shares, SMB, FTPS, SFTP, or
to cloud storage, including AWS S3 buckets and Azure Blob Storage.

(@) Defining exact system resource requirements for the Evidence Repository is
challenging due to variations in environments, asset counts, and the types of
acquisition tasks performed. Disk space, CPU, and memory requirements can vary
significantly, influenced by factors such as the size of disk images, log files generated
during acquisitions, and the volume of evidence collected from each asset. As a result,
it's impractical to offer a one-size-fits-all recommendation for resource allocation.

The term Evidence Repository describes a remote location, separate from the
actual asset subject to the tasking assignment, whether it is one of the five
currently supported storage options.

You can create Evidence Repositories in three different ways:

* From the “Evidence Repositories” page
* During Policy creation

e During the Acquisition task creation

A common query from our customers concerns the configuration of the Evidence
Repository and its interaction with the XDR Forensics Console, particularly
regarding evidence uploads and the required network permissions. Here's what you
need to know:

Evidence Upload Process
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When configuring the Evidence Repository, it's essential to understand the pathway
through which evidence files are uploaded. Specifically, there might be confusion
about whether these uploads occur directly from the assets to the Evidence
Repository or if they go through the XDR Forensics console.

To clarify: Evidence files are uploaded directly from the assets to the Evidence
Repository. This process necessitates configuring your firewall to permit traffic
from the asset to the Evidence Repository on the relevant ports. For example, if
using SMB for evidence transfer, you must allow access through port 445.

XDR Forensics Console Access

For the File Explorer feature within the XDR Forensics console to function correctly,
the XDR Forensics console requires access to the Evidence Repository. This setup
ensures that users can seamlessly browse and interact with the stored evidence
directly through the XDR Forensics console interface.

Configuring Your Firewall

Given these operational details, it's necessary to adjust your firewall settings
accordingly:

* Allow traffic from your assets to the Evidence Repository, particularly if you are
using specific protocols, such as SMB on port 445.

* Ensure the XDR Forensics Console has access to the Evidence Repository to
enable full functionality of the File Explorer feature.

Creating an evidence repository from “Evidence
Repositories”

1. Navigate to the Evidence Repositories section by clicking the Settings button in
the Main Menu and then select “Evidence Repositories” from the Secondary Menu.

2. Click the “+Add New" button at the top of the page.
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3. From the New Evidence Repository window, provide a name to the repository and
then select the relevant repository.

4. Depending on the type of evidence repository you choose, the required fields are
adjusted accordingly:

SMB

e Path: The location that is polled for evidence. If the IP address of the repository
is "172.16.1.1", and the folder name is "Share", the path will be “\\172.16. 1.1\Share"
without quotes.

* Username (if required)

e Password (if required)

SFTP

e Host: Hostname or IP address of the SFTP server.

* Port: The port on which the SFTP server is listening to. The default port for
SFTP is 22.

* Path: The location directory that is polled for evidence.
e Username (if required)

e Password (if required)

FTPS

e Host: Hostname or IP address of the FTPS server.

* Port: The port on which the FTPS server is listening. The default port for FTPS is
21.

e Path: The location directory that is polled for evidence.
e Username (if required)

e Password (if required)

(3 NB: Implicit SSL/TLS is not supported
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Amazon S3

Region: Region name for the bucket that was created in.

Bucket: Name of the bucket

Access Key ID

Secret Access Key

Note: IAM users must have proper rights and permissions to access the S3 bucket.

Azure Blob

e Shared Access Signature (SAS) URL &#xNAN; See
https://docs.microsoft.com/en-us/azure/storage/common/storage-sas-
overview 7 for details.

* To generate a SAS URL, please refer to this link: Generating a SAS URL

Creating an evidence repository during Policy creation

1. Select the Settings button in the Main Menu and then select “Policies” from the
Secondary Menu.

Click the "+Add New" button at the top of the page

2. Provide a name to the repository and then select the relevant repository type:
3. Select the relevant repository type by clicking on it.

4. Click the “Save" button.

5. The newly created repository will appear in the drop-down list. Select the
relevant repository and finalize the process.

Creating an evidence repository during the acquisition
task creation
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1. From the “Acquire Evidence” pane, click on the Evidence Repository radio button
under the "Save Collected Evidence To" section.

2. Click in the "Repository" box and then select “+ Add new repository”:

3. From the window 'New Repository', complete the mandatory fields and select the
type of repository you wish to add. There are five options:

* SMB
°* SFTP
* FTPS
* Amazon S3

e Azure Blob

New Repository X

Mame *

Organization *

--All Organizations-- *
Type
“| SFTP || FTPS || Amazon 53 || Azure Blob
Path *
Username

Password

Domain Mame

Evidence Repositories: New Repository
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4. The newly created repository will appear in the drop-down list. Select the
repository you want for this particular acquisition and finalize your Acquisition Task
via the wizard.

() To improve task reliability and prevent failed uploads, a connection check for
evidence repositories will take place when starting acquisition tasks (both scheduled
and immediate). Here's how it works:

e When creating tasks like Acquisition or Acquire Image, XDR Forensics
automatically checks the connection to the selected repository (SFTP, FTPS,
Azure, or AWS).

e |[f the connection check takes longer than 10 seconds, it will be canceled, and a
warning message will appear. However, task creation is not blocked—you can
choose to proceed or cancel the task if the repository is inaccessible.

Ul Warning Message: If the repository is inaccessible, you'll see this warning:
&#XNAN; "The following evidence repositories are currently inaccessible. If
responders cannot access these repositories, they will not be able to send the
collected evidence. Please note that access to these repositories is managed through
the XDR Forensics server. If the responders have access, evidence transmission will
proceed without issues. Do you still want to continue?"

This feature ensures you're aware of potential access issues before initiating a task,
helping you avoid wasted time on failed uploads. It's important to note that this
connection check occurs between the XDR Forensics console and the repository, not
between the responders and the repository. While it's impractical to check every
responder in large-scale tasks, a successful console check significantly reduces the
likelihood of connection issues for responders.
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Generating a SAS URL

Step-by-Step: Generating a SAS URL

Access Azure Blob Container

* Loginto the Azure Portal.

* Navigate to your storage account and follow this path:

Storage Browser — Blob Containers

= Microsoft Azure D Search resources, services, and docs (G+/) l o Copilot Q @& @ g -crugadlliGbinze. @

Home > binalyzesupport

s binalyzesupport | Storage browser »

X
Storage account
Iﬂ Search o« P
J IS binalyzesupport < —+ Add container T Upload () Refresh T3 Edit columns
= Overview
K Favorites ./ 1 Blob containers
B Activity log > 1 Recently viewed
—# ' [0 search containers by prefix | [ only show active containers V)

@ Tags v [T Blob containers

| Showing all 10 items

X Diagnose and solve problems

I sl
$logs ] Name Last modified Anonymous access level  Lease state
83 Access Control (IAM) I3 evidencerepotesta

3 $logs 6/8/2022, 11:12:30 AM Private Available
W Data migration 1 evidencerepotest?
1

B3 evidencerepotest4 4/24/2025, 10:01:40 AM Container Available

U
Events 7 evidencetest EI
O o
O

| 25 Storage browser T — 1 evidencerepotest7 4/24/2025, 10:53:30 AM Container Available
7 evidencetest2

7;;;9: Mover 1 evid 5 T evidencetest 4/24/2025,9:31:03 AM Container Available
7 evidencetest

¥ Partner solutions B evidencetests [J £ evidencetest2 4/24/2025, 9:44:34 AM Container Available

Generating a SAS URL: Access Azure Blob Container

Generate the SAS URL

* Locate your container in the list.
* Click the three dots (...) next to the container name.

e Select “Generate SAS"” from the menu.
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alyze
DEFAULT DIRECTORY @&

S e e o e 2 Conter

Home > binalyzesupport

= binalyzesupport | Storage browser = * - X

Storage account

° " B binalyzesupport < - Add container T Upload () Refresh | [i] Delete (3 Change accesslevel <) Restore ers T3 Edit columns

= Overview
ok Favorites 7 Blob containers
& Activity log > 4 Recently viewed
[P Search containers by prefix | [ only show active containers v
@ Tags v [ Blob containers
Showing all 10 items
K Diagnose and solve problems
B $logs ] Name Last modified Anonymous access level  Lease state
2 Access Control (IAM) 1 evidencerepotestd
& [J £ siogs 6/8/2022, 11:12:30 AM Private Available
" Data migration 7 evidencerepotest7
et . [J £ evidencerepotesta 4/24/2025, 10:01:40 AM Container Available 1
vents evidencetest
5 Storage browser 7 evidencerepotest? 4/24/2025,1053:30 AM  Container Avrmitabin
9 brow: 7 evidencetest2 ‘ = Container properties

@ Storage Mover 1 evidencetests [J £ evidencetest 4/24/2025, 9:31:03 AM Container 5

Edit metadata
% Partner solutions 1 evidencetests [J 1 evidencetest2 4/24/2025, 9:44:34 AM Container
: evidencetest

. ) Change access level

1. Resource visualizer 7 evidencetesté [ 1 evidencetest3 4/24/2025, 9:53:29 AM Container .2
> Data storage 7 share [[] 7 evidencetests 4/24/2025,10:0437 AM  Container Generate SAS
> Security + networking 1 testyeni2 )  m evidencetests 4/24/2025,10:18:31 AM  Container Q Access policy
> Data management View all [J 1 share 6/8/2022, 409551 PM Container & Acquire lease
> Settings & File shares [J B testyeniz 4/8/2025, 12:03:50 PM Container - Add to favorites
> Monitoring ™ Queues Tl Delete
> Monitoring (classic) BB Tables

Generating a SAS URL: Generate the SAS URL:

Configure SAS Settings

* A panel will appear on the right.

* Here you can define:

o Permissions (Recommended:

o Token validation period (start and expiry date/time)

Create , Write , and optionally List)
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Generate SAS

A shared access signature (SAS) is a URI that grants restricted access to an Azure Storage
container. Use it when you want to grant access to storage account resources for a specific
time range without sharing your storage account key. Learn more about creating an account

SAS

Signing method

Cisco XDR Forensics Knowledge Base

@ Account key O User delegation key

Signing key @

| Key 1 v

Stored access policy

‘ None V/
Permissions * (O~
2 selected Y4

Start and expiry date/time @;

Start
05/05/2025 6:00:31 PM
(UTC+03:00) Istanbul

Expiry
05/06/2025 2:00:31 AM

(UTC+03:00) Istanbul

Copy the SAS URL

Allowed IP addresses (D

for example, 168.1.5.65 or 168.1.5.65-168.1....

Allowed protocols @

(® HTTPS only () HTTPS and HTTP

3

Generate SAS token and URL

Generating a SAS URL: Configure SAS settings
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* After setting the permissions and time frame, click “Generate SAS token and
URL".

Example: If you update the token expiration time or adjust permissions, please
regenerate and update the SAS URL in AIR accordingly.
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File Explorer

Cisco XDR Forensics Knowledge Base

XDR Forensics can be used to explore the file systems of Windows, macOS, and
Linux systems where full disk or volume images have been acquired in either the
RAW (dd), EWF (E01/Ex01), VHD/X, or VMDK formats.

The forensic image can be added from your SMB, SFTP, Amazon S3 bucket, or

Azure Blob storage to XDR Forensics as a new asset in a simple three-step process:

* 1. On the Assets page, click on the ‘Add New' button and then select Disk Image:

File Explorer: Add a Disk Image

e 2. Select your connected repository and then select the first segment of the

RAW, EWF or VMDK file you wish to mount and explore:

Disk Image

AIR currently supports raw, EO1, Ex01, VHD, VHDX and VMDK disk image formats.

Repository * <

Azure Blob DT-Azure-BloB v

Only Supported Files v

Select Evidence

[ OBwinserver2012_20250408154040-1_image.Ex01
[ 20250522152246-Win10-002.zip
[ 20250522152311-Win10-003.zip

[ poc_test.zip

File Explorer: Select the first segment of an image file from the evidence list

e 3. Select ‘Create Asset"

= Advanced Filters n Clear

2 months ago
21 days ago
21 days ago

2 months ago

206.58 KB

49.66 MB

45.21 MB

501B

.Ex01

.zip

.zip

.zip
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Disk Image

AIR currently supports raw, EO1, Ex01, VHD, VHDX and VMDK disk im

Repository *

Azure Blob DT-Azure-BloB v

Q Search in ‘Files'

Select Evidence

Extension: Only Supported Files v

Cisco XDR Forensics Knowledge Base

age formats.

= Advanced Filters Clear

) Reload

File Name Modified Size Extension
(D 06winserver2012_20250408154040-1_image.Ex01 2 months ago 206.58 KB .ExO‘D

[ 20250522152246-Win10-002.zip 21 days ago 49.66 MB .zip

[ 20250522152311-Win10-003.zip 21 days ago 45.21 MB .zip

[ poc_test.zip 2 months ago 5018 .zip

File Explorer: Create Asset

The image must be supplied to XDR Forensics from your SMB, SFTP, Amazon S3
bucket, or Azure Blob storage evidence repositories; segmented files are supported.

AIR Image Files & File Explorer

Create Asset

B8

Image Supported locations |Supply to File |Supply to File Can be generated |Can be generated
Format Explorer as a |Explorer as by AIR as a single |by AIR as a
Single File? |Segmented Files |file segmented file
SME, SFTP, Amazon 53
RAW(dd) |bucket, Azure Blob Yes Yes Yes Yes
Storage
SME, SFTF, Amazon 53
ED1 bucket, Azure Blob Yes Yes No No
Storage
SMB, SFTP, Amazon S3
Ex01  |bucket, Azure Blob Yes Yes Yes s '1'";"“ N
e single Ex01 File)
SMEB, SFTP, Amazon S3
VMDK bucket, Azure Blob Yes Yes Mo Mo
Storage
SMB, SFTP, Amazon 53
VHD/VHDX |buckel, Azure Blob Yes Yes No No
Storage

File Explorer: Compatibitly chart
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@ Tool Tip for File Explorer users:

e ExO01and EO1Images: These are accessible immediately in File Explorer. Using
XDR Forensics to generate Ex01 files avoids the need to unzip files in the Evidence
Repository.

o DD Images: Generated in a zip file by XDR Forensics. To access, connect to the
Evidence Repository, unzip the zip file, and then mount or explore the image in File
Explorer.

Next, select your new asset from the Assets table to launch the XDR Forensics File
Explorer. The asset’s directory structure will appear in the secondary menu
(highlighted below), allowing you to browse and select individual files for inspection
in Hex, Text, or Metadata views.

File Explorer: Directory Tree displayed in Secondary Menu

A file can be selected with a right-click to download it locally or calculate its hash
values.

Advanced filters can be applied to filter the files displayed.

File Explorer - Calculate Hash for disk images

Navigating to the root of the Device Name in the breadcrumb path opens the Asset
Info page for the mounted disk image:

nps-2008-jean «ff—

Asset Info ‘ More Actions v ‘ ‘ B File Explorer
® Online | B Disk Image

File Explorer: Asset Info
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* When a disk image is added as an asset to XDR Forensics, users can now
calculate the hash value of that image file either through the Asset Actions
button or from the Disk Image Details window.

* MDS5, SHA1, and SHA256 are all calculated simultaneously.
* This hash function can be carried out at any time.

Online | @ |
. | # Calculate Hash

" Delete Asset

General Info Diskymage Details

ubuntu_20230920121211- Evidence SI1C SME 4.7.0
Device Name .
1_image

Image Path ahmetsalih_rawimgs/ubuntu_20230920121211-
Label 1_image.001
image Size 5.37GB
Organization binalyze
Tags - Calculate Hash
MD5 eB81ea649942ff7ff35ca760532277265
First Connection a month ago
SHAT 49330c11517feeBe1fd1946c32e2fa55a737bdce
SHAZ56 c571aad33a8df9a3f6eb39618f04d29e0e955655664aa38eadc1c0e93fa56c0d

File Explorer: Hash Calculation

File Explorer - Recursive Search

* Recursive searching is now possible in the XDR Forensics File Explorer via the
Global Search box, where the File Explorer tab will display any hits found in the
File Explorer.
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% AIR svd P

AlIR File Explorer

O sve-i3c-masterko

F“E E){pml’i fusrflibfmodules/5.15.0-84 -generic/kernal/drivers/i 3c/master/sve-i3c-master.ko

@ Online | = 0 _msvecompiler.py

fusnlibfpython3d. 1 distu tils/{_msvccompilerpy

i = AT R S | N
Q, search in 'Filg o msvecOcompilerpy
fusrflibfpython3.11 /distutils /mswc Scompilerpy
File List ,
D msvcocompiler.py
JUSr D.‘D}'tl'l.'ll‘l.".'l'l-'d stuti SiMsYCoomplier.py
File Nami )
0 video-sved . xml
"- boot fusrfshare/mime/x-content/video-svod.xml
................... b e
m dev _
- See results for "svc" Enter the word to search
— s AR T v o b

File Explorer: Recursive Search

This is just the beginning of our File Explorer project - many more features are
planned, and your feedback is most welcome.
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File Explorer - FAQs

Q1. What is the XDR Forensics File Explorer?

The XDR Forensics File Explorer is a built-in, cross-platform GUI browser tool within
XDR Forensics, designed for seamless navigation of full disk or volume image files.
It allows users to explore directory structures and efficiently inspect individual file
contents in Hex, Text, or Meta Data views.

Q2. What value does File Explorer provide?

A full disk or volume image can provide crucial evidence for digital forensic
investigations. Offering investigators easy access to disk image files allows them to
navigate investigations swiftly in a unified view, minimizing the need for mastering
multiple tools.

Q3. What are the plans for File Explorer?

The initial release of File Explorer (v4.7) introduced the ability to explore raw disk
or volume images. Since then, we've added support for more image file types,
whether they are segmented or single files. Subsequent versions have expanded
functionality, adding support for additional disk types for ingestion into XDR
Forensics and increasing the range of supported remote storage locations from
which these image files can be pulled, presented, and mounted within the XDR
Forensics File Explorer.

Please see this page, XDR Forensics File Explorer 7, for the list of supported disk
types and evidence repositories from which they can be mounted.

Our plans include introducing a live version of File Explorer, enabling users to
explore files directly on remote assets, and DRONE support.

Q4. Are there any requirements to use XDR Forensics's File Explorer?
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Existing customers (installed XDR Forensics 4.7 and below) who have yet to do so
will need to add the new 'air-tornado' Docker container to support the File Explorer
feature - please contact the support team to help do so. Customers who installed
XDR Forensics v4.7 or later will already have the additional Docker container.

Q5. Why is a new Docker container necessary to support the feature?

Refer to Q15.

Q6. What does RAW, EWF, VMDK, or VHD/X mean when discussing an image file?

Whether acquired by XDR Forensics or captured by a third-party tool, a disk image
can only be explored in the XDR Forensics File Explorer if it's in the RAW(dd), EWF
(E01/Ex01), VMDK, VHD/X formats:

1. RAW format is a bit-by-bit copy of a disk or volume, preserving all data without
interpretation or modification. XDR Forensics supports the generation of single
or segmented RAW image files.

2. EWF2 is also commonly used in digital forensics to store and compress digital
evidence but this format supports additional metadata. XDR Forensics supports
the generation of single EWF2/Ex01 files but NOT segmented EWF2/Ex01 image
files.

3. VMDK (Virtual Machine Disk) is a file format used to store virtual disk images
for VMware virtual machines. It enables the encapsulation of an entire hard
drive, including its filesystem and data, into a single file or set of files,
facilitating easy management, migration, and backup of virtual environments.

4. VHD (Virtual Hard Disk): VHD is an older virtual disk format used by Microsoft
solutions like Hyper-V. It supports up to 2TB and is ideal for compatibility with
legacy systems.

VHDX (Virtual Hard Disk Extended): VHDX is the newer format, supporting disk
sizes up to 64TB with improved performance and data protection. Use it for
modern systems or larger disks.
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() NBre VMDK: We support reading RAW (Flat), COWD, and VMDK extent file formats.
For VMDK, we support the following disk types:
e monolithicSparse
e twoGbMaxExtentSparse
e monolithicFlat

o twoGbMaxExtentFlat

streamOptimized

However, the "vmfs" and "thin" disk types are not supported.

We can also open and read shapshots, but the actual VMDK files are required as well.

Q7. How does it work?

Clicking the “New Asset” button on the Asset page now offers the option to add
“Disk Image". Users can navigate to an SMB, SFTP, Amazon S3, or Azure Blob
storage shared location, select the disk image, and add it as a new asset. Once
created, users can browse the directory structure in the asset detail screen.

Q8. Where can the image file be saved so XDR Forensics can access it?

Currently, the image must be supplied to XDR Forensics from an SMB, SFTP, S3 or
Azure Blob storage shared location, saved as:

* asingle or segmented RAW file, OR

* asingle or segmented EO1/Ex0O1 file OR
* a single or segmented VMDK file OR

* asingle or segmented VHD/VHDX file.

Q9. What are some important details about the displayed information?
The hash of the image file isn't calculated automatically to save time during asset
creation. You can calculate the image hash on the Asset Info page as soon as itis

created.

Various views for selected files include hex view, text view, and metadata view.
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Q10. How long does it take to create an asset from an image file?

Testing has shown that a 107GB full disk image is available for exploration in XDR
Forensics's File Explorer within 20 to 30 seconds after hitting the “Create Asset”
button.

Q11. Can | bookmark items/files in File Explorer?

Not yet, but it's in the pipeline.

Q12. What actions are users able to take from within File Explorer?

Users can calculate the hash of individual or multiple files using the bulk action bar,
and download individual files.

Q13. What other enhancements are planned?

In the future, users may have the ability to right-click a file for an option to 'hunt' for
that item or other assets attached to the XDR Forensics console. Plans also include
allowing users to run triage and acquisition tasks on the disk image and add the
collections/results to the Investigation Hub.

Q14. Can deleted files be carved from File Explorer?

We present the logical file system, so we can only access existing files and folders;
carving unallocated space is not an option currently.

Q15. Are we pulling raw data into the console or just parsed data?

In the XDR Forensics console, the latest Docker container, named 'air.tornado’, acts
as a proxy for commands from the front end. When an action is requested, such as
opening a folder, XDR Forensics sends the command to the container, which reads
the folder data from the disk and provides it to the front end on demand. Recent
updates include indexing the entire image for search capabilities without
downloading the entire image to the XDR Forensics server. The image remains in
the evidence repository, so a revoked token from the evidence repository will result
in a lost connection.
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interACT

Purpose-Built, Multi-Asset, Cross Platform Remote Shell for DFIR
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interACT Commands

interACT has been built specifically for DFIR capability in $ Product. The full list of
current commands can be listed by typing ‘help’ at the command prompt, and is
below the following important 'hint':

(@) The interACT command-line parser utilizes Unix-like command-line parsing methods
due to the libraries used and the absence of Windows-specific libraries. Because of
that, a Windows user will have to write a del command like this:

e del C:/xyz/abc.txt # use forward slashes
e del 'C:\xyz\abc.txt' # within single quotes

The following is currently invalid and likely to remain so in the future due to Windows'
non-standard approach to command-line parsing and character escaping.

e del C:\xyz\abc.txt # Invalid
e del "C:\xyz\abc.txt" # Invalid
cat: To display the content of a file.
cd: To change the current working directory.
curl: To make HTTP requests.
del, delete, or rm: For deleting a file or folder.

dir or Is: Will list the files and folders in a chosen directory.

exec or execute: The exec or execute action allows you to execute a process on
the asset without a shell and capture its output via stdout and stderr.

find: Will search for a file or directory.
get: To pull a file from the asset down to the console

hash: Will display the hash value of a file.
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head: To get the first 10 lines of a file displayed.

help: Will display any help messages and switches that you can apply to commands
available to you at your current position.

hex: Will display the hex-encoded output of the first 100 bytes of a file.

image: To read a disk or volume and write its contents out as a .dd file. This can
also be done from the Ul, but remains here in interACT for those who prefer to
image from the command line.

kill: Is the command to terminate a process.

mkdir: Will make or create a directory

osquery: Gives the user access to osquery queries within the interACT session
pslist: Will display the running process list.

put: Allows the user to push a file from the library to the asset.

pwd: Displays the present working directory.

volumes: Will list the mounted volumes.

yara: Scan files or processes with YARA rules.

zip: This command compresses or decompresses a file or folder.

Flags

From XDR Forensics v4.5, users can speed up workflows by using the following
flags for files they want to download using the ‘get’ command in interACT:
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* Compression: '-zip'
* Password protection: '-zip-password’

* File name change: ‘-name’

/\ BEWARE!

Using zip -p on machines monitored by EDR can trigger alerts due to its association
with suspicious activities like encryption or data exfiltration.

EDRs often flag or block such commands, log passwords exposed in plaintext, and
create compliance challenges.

XDR Forensics's InterACT offers a secure alternative for file handling and remote
actions, eliminating the need for these risky commands. To ensure smooth operations,
XDR Forensics users should work with their security teams to get XDR Forensics
executables whitelisted in their EDR. This prevents unnecessary alerts and guarantees
uninterrupted, secure workflows during investigations.
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PowerShell commands in interACT

Introduction

In Digital Forensics and Incident Response (DFIR), PowerShell has become a
powerful tool for investigators and analysts. Sometimes overlooked is its
compatibility with AIR's interACT, which provides a true cross-platform remote shell
for Windows, Linux, and macOS. This KB article aims to shed light on how users
can leverage PowerShell within interACT to execute cmdlets and perform a variety
of operations.

Why is this Important?

Many DFIR investigators rely on PowerShell (and Python) as their primary scripting
and remediation tools. However, newcomers to AIR may assume that interACT is
exclusively tailored for Linux, which is not the case. interACT is a versatile platform,
and specific commands are available to users of both Windows and UNIX-like
operating systems.

Executing PowerShell in interACT

PowerShell can be executed in interACT through several methods. Here, we'll
explore three basic ways to run PowerShell commands:

Using the 'exec' Command
The 'exec' or 'execute' command in interACT serves as a gateway to run
PowerShell commands. This versatile command enables DFIR practitioners to

integrate PowerShell into their workflows seamlessly. Below are examples of how to
use 'exec' with PowerShell:

exec powershell.exe whoami
This command executes a simple PowerShell 'whoami' cmdlet, displaying the

currently logged-in user.
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exec powershell.exe Get-ScheduledTask

In this instance, 'exec' invokes the 'Get-ScheduledTask' cmdlet, providing insights
into scheduled tasks on the system.

exec powershell.exe Remove-Item -path C:\\Temp\\example.txt

The 'exec' command facilitates the removal of a file ('example.txt') using the
'Remove-Item' cmdlet from a specified path.

/N When running exec commands in InterACT, please note that commands requiring
additional user input (e.g., Get-CimInstance prompting for a ClassName) may not
display the prompt dynamically during execution. Instead, InterACT will continue
running and appear to "hang" until the process times out or completes.

To avoid this, we recommend:

1. Modify the Command: Specify all required parameters directly in the command to
prevent prompts. For example:
&#XNAN; exec powershell.exe Get-CimInstance -Namespace

'root\SecurityCentexr2' -ClassName "YourClassName"

2. Test Commands Locally First: Run the command in a native PowerShell console
to ensure all required inputs are included before executing it in InterACT.

We are aware of this behavior and are continuously working to improve user
experience.

Understanding the -NonInteractive
PowerShell Flag in interACT

When using PowerShell commands in scripts or automated workflows, you may
encounter scenarios where PowerShell expects user input. This can disrupt
execution, especially in non-interactive environments such as AIR's interACT
automation. To address this, PowerShell offers the -NonInteractive flag.

Whatis -NonInteractive ?
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The -NonInteractive flagis a command-line option for powershell.exe that
instructs PowerShell to operate in non-interactive mode. When this mode is
enabled, PowerShell does not prompt for user input and will terminate the script or
command if user input is required.

This feature is particularly useful when running commands in environments where
no user interaction is possible or desirable, such as during forensic investigations or
automation tasks initiated via interACT.

Example Use Case in interACT

Here's an example of how the -NonInteractive flag can be applied within
interACT:

powershell.exe -NonInteractive Get-CimInstance -Namespace

'root\SecurityCenter2'

Explanation:

* powershell.exe : The executable for running PowerShell commands.

®* -NonInteractive : Ensures the command runs without expecting user
interaction.

® Get-CimInstance -Namespace 'root\SecurityCenter2' : Retrieves information
from the specified namespace.

This command is designed to collect system security information without risking a
prompt for user input that could interrupt execution.

Using the -NonInteractive flagin AIR's interACT provides the following
advantages:

* Seamless Automation: Prevents disruptions in workflows caused by
unexpected prompts.

* Increased Reliability: Ensures consistent execution of PowerShell commands,
even in headless or remote environments.

* Enhanced Efficiency: Minimizes delays during investigative or forensic
operations.
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Troubleshooting Tips
If a command using -NonInteractive fails:

1. Check the command syntax for errors.
2. Ensure the command does not inherently require user input.

3. Review interACT logs for additional context on the failure.

For more details, refer to the official PowerShell documentation on

about_PowerShell exe .

Additional Useful PowerShell Commands
and Syntax

1). Here are some additional PowerShell commands that can be invaluable in cyber
investigations:

exec powershell.exe Get-Process

This command retrieves information about running processes, which is crucial for
understanding system activity.

2). You can query specific log entries within a shorter time frame. Here's an
example to retrieve Security log events from the last 24 hours:

exec powershell.exe Get-WinEvent -LogName Security -MaxEvents 100 -
Oldest

In this command:

®* -MaxEvents 100 limits the query to the most recent 100 events, which should
make the query faster.

* -0ldest ensures that the query starts with the oldest event, which is from the
last 24 hours in this case.
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You can adjust the -MaxEvents value to retrieve a specific number of events or
omit it to get all events from the last 24 hours. This command should provide a
quicker response with a smaller dataset.

3). Here's an example of a simple PowerShell command that retrieves information
about the local computer's operating system:

exec powershell.exe Get-CimInstance -ClassName Win32_OperatingSystem

This command uses the "Get-Ciminstance" cmdlet to retrieve information about the
local computer's operating system. It should execute quickly and provide details
about the operating system on the machine where it's run along with other
information such as Build Number, Registered User, Serial Number, and Version.

Conclusion

By following these simple examples, users can harness the capabilities of
PowerShell within interACT for DFIR investigations and operations. interACT's
compatibility across different platforms ensures that investigators can seamlessly
incorporate PowerShell into their toolkit, expanding their capabilities and efficiency
in digital forensics and incident response.
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Investigation Hub

Harness the power of consolidation, prioritization, and collaboration for efficient
incident response investigations

What is the XDR Forensics Investigation Hub?

The benefits of XDR Forensics Investigation Hub

Do | have to install or update my existing infrastructure?

Where to find the Investigation Hub

.
Investigation Hub A Activities  (UTC/GMT +00:00) ~

Dashboard \ &, Import Evidence ] [ [ Generate Report ] [ &, Export Flags ]

Overview All Windows Linux  Gws MITRE | ATT&CK Flags

Assets Evidence Categories Total Evidence Tactics Techniques Findings Type Total Flags

18 474 40,779,510 13 87 70,227 43 645

Color Name Count

Finding Type Al DRONE Users Top Assets Breakdown Safe - Amcache Driver Binary 252

Flag Hash Export Test 250

) Win10-002
139 High @ Bookmark 84
3 RichardBurton 6,723

Total Check these 1st 16

) JohnCabot [15 8 |
77.415K 68,399 Low
o pesktop-LusoTnN [N
[ ]

4,787
ccccc ider for FP 14

Jon to take a look 9
1,002 Matched

3 Win10-003 4,225 ® & s

@ Mimikatz 2
38 Displaying all finding counts categorized by severif ity level 38 Displaying the breakdown of top assets based on finding types and their respective counts

Investigation Hub: The Dashboard

What is the XDR Forensics Investigation
Hub?

XDR Forensics automates the rapid generation and presentation of a clear DFIR
intelligence report directly within the Investigation Hub. This report instantly
highlights DRONE's findings and consolidates all Acquisition and Triage data from
multiple assets into a single view known as the Investigation Hub.

This central dashboard immediately elevates your investigation, providing analysts
with a seamless experience that allows them to sort, exclude findings, filter, flag,
bookmark, and easily investigate the data. The user-friendly interface streamlines
the analysis process, empowering analysts to efficiently navigate and interpret the
information to uncover insights and actionable intelligence.
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The Investigation Hub offers a unified and well-organized view of assets, evidence,
artifacts, and triage results within a case. This allows you to efficiently review and
concentrate your investigation on pertinent details using filters and a powerful
global search function, eliminating the need to switch between screens to piece
data together manually.

The Intelligence Hub delivers Findings derived from XDR Forensics's automated
DRONE analyzers, giving you a head start in any investigations.

With DRONE's proprietary analyzers, combined with YARA, Sigma, and osquery
scanning, you can analyze assets and evidence at speed, identifying compromised
machines to streamline the process of sifting through often massive datasets.

The integrated MITRE ATT&CK mapping provides context to discern the nature of

threats, stay ahead of the attack's progression, and pinpoint areas needing further
investigation.

The benefits of the Investigation Hub
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1. Allin one place - all XDR Forensics data acquisitions, results of DRONE
analysis, and Triage scans of the assets related to a chosen case - are now
available in one place, making the analysts and investigators work much faster
and simpler.

2. Efficiency and Speed - analysts can easily navigate to a specific endpoint in
the Case while simultaneously leveraging information from all their endpoints
in a high-level overview of the entire Case. Therefore, much faster decisions
can be made, such as where to start and focus investigations, but also where to
divert resources when the Investigation Hub highlights new information.

3. All multi-asset investigations become far more efficient within the
Investigation Hub, especially as we now allow users to 'Bring Your Own
Evidence' (BYOE):

* Seamlessly import .csv files into the Investigation Hub using our data
mapping service, accommodating all forms of structured .csv data.

e Efficiently import and analyze .pst files, enabling the display of email data
within the Investigation Hub for a more comprehensive examination.

4. The DRONE findings table can be exported from the Investigation Hub into a
.csv file, enabling the integration of DRONE's analysis results into reports, SIEM,
or other security tools for the development of custom alerts.

Do | have to install or update my existing
Infrastructure?

The Investigation Hub is included as part of the standard XDR Forensics installation.

All of our hardware and software requirements are described here in the Setup
section of the KB, no additional infrastructure updates are required.

Where to find the Investigation Hub
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The Investigation Hub operates at the case level and is generated from the data
collected for individual cases. To access it, navigate to 'Cases' in the Main menu.
Once you've selected the case of interest, you can access the Investigation Hub via
the action button located in the main viewing area:

Assets

A

DayOne

Case Assets P2 Investigation Hub

[ [ Generate Report More }

»

Assets 15

Timelines = Advanced Filters & Import @ Case Details

Task;

Acquisitions 240

I JackWhite EE Windows
@ Triages 52
o interACTs 7 & WebServer A Linux
Comparisons 43
[J Cryptominer insider threat [——
# Scheduled Tasks 0 mm Windows
Acquisitions 0 : _
il = Win10-003 BE Windows
Triages 0
Notes 15 &=} mac0S-001 . macOS
—_
Investigation Hub: Access is via Cases
Collaborati

XDR Forensics is a highly collaborative platform that allows multiple users to access
the system simultaneously. Each user's privileges can be finely adjusted based on
roles assigned by the system's owner or administrator. As the fastest and most
comprehensive DFIR platform globally, XDR Forensics's efficiency is further
enhanced through team collaboration.

The Activity Feed

* The Activity Feed enhances team collaboration and transparency by logging
actions taken by investigators. This includes creating exclusions, findings, flags,
comments, and notes. Each entry includes user identification and timestamp
information to ensure a comprehensive audit trail.
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& Fleet Quick Start v QO 9 O @

@
Ar Activities (UTC/GMT +00:00)

/_-——V

Investigation Hub: Activities Action Button

* All activities are labeled and linked to their corresponding individual activity by
simply clicking on them. In the example below, we can see how Comment
Added, Note Added, Flag Added, and Exclusion Rule Created have all been
tracked as activities.
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v Activities User; All users

tim_thorne@binalyze.com
* May 31, 08:23

[@craig.guymon@binalyze.com Flease take a look at this

tim.thorne@binalyze.com
= May 31, 0820

Mice find - pleasa follow up

tim.thorne@binalyze.com
. May 31, 0818

tim.thorne@binalyze.com
* May 30, 12:54

tim.thorne@binalyze.com
. Kay 30, 12:54

tim.thorne@binalyze.com
* May 30, 12:54

tim.thorne@binalyze.com
. May 23, 11:28

O Comment Added

& Mote Added

™ Flag Ad

m Flag Ac

m Flag Ac

M Flag Ac

m Flag Ac

ded

ded

ded

ded

ded

- tim.thorne @binalyze.com & Exclusion Rule Created
May 17, 1717

# tim.thorne@binalyze.com (& Exclusion Rule Created
May 17, 13:48

Investigation Hub: Activities

Adding Comments to the Evidence

Comments enhance communication by allowing analysts to directly comment on

findings and tag relevant colleagues. This ensures that all discussions are captured

and documented within the activity feed, promoting effective collaboration and

activity tracking.
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Right-click on an item and select ‘Comment’ to attach your comment to that item:

Assat Mems Description
(A} T Q Q
L Win10-003 WFD Driver-onty (UDP-In) Inbound rule for drivers fo communicats
2 Winl0-003 OneMote -t
WO T J
L Wiml0-003 BranchCache b la for BranchCache to sliow
Add/Remove Flag >
L Wim10-003 Microsoft Edge for Microsoft Edge to allow
Mark as Finding >
o Wim10-003 Microsoft Edge Add Note 5 for Microsoft Edge o allow
L Wiml0-003 Microsaft Store wa
L Win10-003 Microsoft Store Microsoft Store

Investigation Hub: Comments

You can tag users in a comment, and they can view the item by clicking on the
comment in their Activity Feeds:

4 Activities User: Allusers w = = »
. . tim.thorne@binalyze.com 0 Comment Added

May 2B, 0734

@IH_reviewer2@binalyze.com pleasa can you take a look at
this antry?

tim.thorne@binalyze.com O Comment Added
May 2B, 07:28
One Mote was on this assat

Investigation Hub: Tag users

Each table will show all of the Activities, Comments, and Flags that are relevant just
to that table
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MITRE  ATT&CK’ Tactics 13 Techniques
Q, search = Advanced Filters
Flags Finding ... 1 Asset
Q (A
1 | High ) RichardBurton
| Hign o JohnCabot
| High O Win10-002
| High 3 RichardBurton
| Hign 3 JohnCabot
I | High ) RichardBurton
| High o Win10-002

Cases > DayOne nves

tigation Hub > Findings

65

Platform
(Al

Windows

Windows

Windows

Windows

Windows

Windows

Windows

O Reload P, Export

Finding

Q

Rule: Power_pe_injection, (author: Benji
No digital signature found,Rare location
No digital signature found,File executed
Rule: Power_pe_injection, (author: Benji
No digital signature found,Rare location
Rule: Power_pe_injection, (author: Benj:

Detection - taken action to protect this |

L]
A Activities

Cisco XDR Forensics Knowledge Base

America/New York (UTC/GMT -04:00) ~

Activities Comments Flags

Today
tim.thorne@binalyze.com

° May 31, 08:20

Windows + Findings « RichardBurton

Nice find - please follow up

4 Note Added

Investigation Hub: Activities Comments and Flags
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Investigation Hub — Data
Usage Statistics Dashboard

The Investigation Hub Disk Usage Statistics Dashboard empowers users to
manage Investigation Hub data storage effectively by providing detailed and user-
friendly insights into disk usage. This feature simplifies data analysis through visual
elements like pie charts and summaries and enables users to focus on relevant data
using customizable filters. Additionally, the ability to generate PDF reports makes
sharing and documenting disk usage information seamless, enhancing operational
efficiency and decision-making.

Why This Feature Matters

Challenges:

* Lack of Visibility: Users struggle to understand how disk space is utilized
across cases, organizations, and evidence categories.

* Complex Data Presentation: Existing tools make it difficult to analyze or
visualize disk usage.

* No Reporting Tools: There is no simple way to generate and share reports,
limiting collaboration and record-keeping.

How This Dashboard Solves These Problems:

e Clear Visualization: Pie charts and summaries make it easy to understand disk
usage at a glance.

* Customizable Filters: Users can filter data by organization, investigation type,
platform, evidence type, and category.

* Report Generation: Generate PDF reports or export data as CSV files directly
from the dashboard.

Key Features
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* This feature is accessible exclusively to Global Admins via the XDR Forensics

console:

o Navigate to Settings > Investigation Hub Disk Usage.

What's Included

* The first nine disk usage categories are displayed in charts. The remaining
categories are grouped together and can be viewed by using the scrolling
arrow, as shown in the screenshots of the Disk Usage Per Organization pie chart

below:

4= Go back
~ Filters

» Organization

» Investigation Type

» Platform

> Evidence Type

> Evidence Catagory

Actusi Disk Usage

Usage [ Savebasnboard |

Total Disk Usage

Organizations

79.01GB

Disk Usage Per Organization

Disk Usage Per Category

1

Usage Breakdown

Case

78.25 GB

Disk Usage Per Investigation Type

Disk Usage Per Case

Q s Advanced Filters

Organization Nama Platform

Evidence Type Evidence Cat... Investigation Type

Case
- ek A

nvestigation Id

signment

Last Updated Date: 2025 0115 11:30:08

Task Assignments

762.28 MB

Disk Usage Per Platform

© Reload 1, Expont [

nvestigation Name

Investigation Hub — Data Usage Statistics Dashboard
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* The usage summary window at the top of the page provides an overview of
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total disk usage, categorized by Organizations, Cases, and Task Assignments,
all at a glance.

e Detailed breakdowns are shown by:

(e]

(e]

(e]

Organization
Case

Platform
Evidence Type

Evidence Category

Data Views

* Actual Disk Usage View:

(e]

Real-time insights into current disk usage.

* Historical Insights View:

(e]

(e]

Track trends and changes in disk usage over time.

Configure widgets to display tailored insights.

* Filters in the secondary menu:

(¢]

(e]

(e]

Organization
Investigation Type
Platform

Evidence Type

Evidence Category
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[m 4= Go back £ Actual Disk Usage

Actual Disk Usage

- (“-” Filters -\

Assets Organizations

Total Disk Usage

Organization

- 79.01GB

Invastigation Type

Cases
Platform
o
Libraries Evidence Type Disk Usage Per Organization

E— Evidence Categary

k- J Compromised ORG
- ‘ B Einalyze EU

SUMD Security

Integrations
Partner Trinexia
Real Endpoints

ilil Dhruv Metal Industries

Activity Spydir Lab
- Dy namie
- -
14 W
Mare

Investigation Hub — Data Usage Statistics Dashboard: Filters

Advanced Table View

e Sortable and exportable tables for deeper analysis.

* Filters and advanced sorting for granular insights.

Exporting Reports

* Users can generate PDF reports for record-keeping and sharing.

* CSV exports are available for custom data analysis.

Data Usage Dashboard - Hierarchical
Sunburst View
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Understanding data usage in complex environments can be challenging, especially
with large datasets. The Hierarchical Sunburst View in the Data Usage Dashboard
offers an intuitive and interactive visualization that helps identify key usage
patterns, trends, and anomalies at a glance.

Please see this short overview of the Hierarchical Sunburst View 7.

12
Quick Start v L dl Compromised ORG

@ 4 Goback < Actusl Disk Usage

Actual Disk Usage
~ Filters
» Organization
» Investigation Type
> Platform

» Evidence Type

> Evidence Category

o Usage Breakdown

Aecoun
g B o

Advanced Filters. © Reload 1, Export 3

Organization Name Platform Evidence Type  Evidence C.. Investigation Type nvestigation Id Investigation Name

Investigation Hub — Data Usage Statistics Dashboard: Hierarchical Sunburst View

Key Benefits

* Visual Hierarchy — Easily navigate and understand data relationships compared
to traditional tables or charts.

* Interactive Exploration — Click on segments to drill down into deeper data
layers for more detailed insights.

* Seamless Filtering — The Sunburst View integrates with global filters, ensuring
a consistent analysis experience.

* Custom Dashboards — Save customized Sunburst views for quick access and
continuous monitoring.
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Where to Find It?

The Sunburst View is available under:

Settings > Actual Disk Usage > Hierarchical View tab on the Actual Usage page.

Historical Insights Feature

4= Go back I Historical Disk Usage
> Group By
u Graph
> Funetion sage brap
Size
> Granularity -
Y
~ Filters o -
» Organization /
3 Investigation Type e
> Platform
» Evidence Type
¥ Date&Time
|
e — —
= Date
ec 2024 n 2028
= Compromised ORG Binalyze EU Sumo Security -0~ Dynamic Partner Trinexia Real Endpoints Dhruv Metal Industries =O- Spydir Lak HH =0~ Others
Usage Breakdown
) Reload & Export §
Organization 2024411 2024112 2025/01
Investigation Hub — Data Usage Statistics Dashboard: Historical Disk Usage
Overview

The historical view allows administrators and investigators to analyze disk usage
trends efficiently. The dashboard includes customizable widgets and granular time-
based analytics to help identify patterns and optimize storage usage.

Key Functionalities:
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1. Customizable Widgets:

* Group by: None, Organization, Investigation Type, Platform, Evidence Type,
Evidence Category.

* Function: Metrics such as average or maximum values.
e Granularity: Hourly, daily, monthly, or yearly intervals.
* Filters: Date/time, investigation type, and more.

2. Saved Dashboards:
* Save and manage customized dashboards.

e Dashboards are listed with details like name, user, save date, last update,
and applied filters.

* Prevent duplicate or empty dashboard names.

3. Data Management:
e Disable unavailable dates in the date and time picker.
* Reload or export data directly from table views.

4. Default Settings:

* Reset widgets to default configurations.

Restrictions and Considerations

* Access: This feature is only available to Global Admins.

* Non-Clickable Charts: The line charts in the dashboard are for display
purposes only.

* Limited Categories: Only the top nine disk usage categories are displayed; all
others are grouped under the label “Others.”

User Guidance
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1. Accessing the Dashboard:
* Go to Settings > Investigation Hub Disk Usage.
* Choose between Actual Disk Usage or Historical Disk Usage views.
2. Filtering Options:
* Organization
* Investigation Type
* Platform
* Evidence Type
* Evidence Category
3. Visual Representation:
* Pie charts for quick overviews.
e Detailed tables for in-depth analysis.
4. Exporting and Reporting:
* Generate PDF reports for sharing and record-keeping.

* Export CSV files for custom data handling.

This feature provides administrators and investigators with powerful tools to
monitor and optimize disk usage, ensuring a streamlined and efficient investigation
process.
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Using the Investigation Hub

The Investigation Hub offers a centralized and well-organized interface to manage
all case-related elements, including assets, evidence, artifacts, and triage results. It
simplifies the investigative process by providing efficient filtering options and a
robust global search feature, eliminating the need to switch between tools or
manually piece together information from various sources.

This hub is desighed to enhance the investigative process by seamlessly integrating
additional data sources and context through data import capabilities. This means
you can augment your analysis by importing relevant data and context, ensuring
that you have access to a comprehensive and updated information set for your
investigation.

The Investigation Hub is not static; it is a living and breathing space that will ingest
and consolidate every report allocated to a case as the investigation progresses.

The remainder of this page delves into the various sections that comprise the
displayed information. It's beneficial to become familiar with this layout to locate the

specific data you're interested in easily. Given the diverse nature of investigative
needs, users may employ various methods to explore this data.

Navigating the Investigation Hub
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£l Compromised ORG v Searcl & Fleet  QuickStart v () 99+

DayOne ¢ investigation Hub A Activities  (UTC/GMT +00:00)

Dashboard | & importevidence | | @ Generate Report | [ & Export Fiags

a Dashboard
Reports .
L[] Overview Al Windows  Linux  Gws MITRE | ATT&CK Flags
Findings 77415
=] Exclusions 62761 Assets Evidence Categories Total Evidence Tactics Techniques Findings Type Total Flags
© vewe a = 18 473 40,779,510 13 87 70,227 a4 645
& © Import Status
+ Windows Color  Name Count
& System nfo 260 Finding Type All DRONE Users Top Assets Breakdown Safe - Amcache Driver
Binary
nl > Acquisition
i © wino-002 e Flag Hash Export Test 250
139 High
> Triage g
] & Renarcgurton 2097 ®  sockmark 8
> Imported Evidence
© somcatar @ CheckiheseTst 16
=3 > Other Evidence 77.415K 68,399 Low
© oescrorweom [ T — considerfor 72 i
> Linux 1,002 Matched
° © wiio-0o3 I R dontmkeskok |9
> macos
@ Bad 6
 Gmail
3% Displaying all finding counts categorized by severity level 30 Displaying the breakdown of top assets based on finding types and their respective counts @ Mimikatz 2
> Gws

Using the Investigation Hub: The Dashboard

In this article, we will explore the various perspectives presented by the
Investigation Hub and offer suggestions on how users can effectively utilize its
features.

The Investigation Hub can be broken down into six sections:

1. Header

Secondary Menu
Dashboard & Widgets
Evidence

Findings & Results Table
MITRE ATT&CK

Details View

® N O A ® N

Automated Report Generation

1. Header

fl Compromised ORG v Q Search in Investigation Hub ¢¢ Fleet Quick Start v Q 99+ > 9 @ @

= DayOne v Investigation Hub A Activities (UTC/GMT +00:00)

Using the Investigation Hub: Header
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The Header is a persistent element across all views within the Investigation Hub.

To the right of the XDR Forensics icon and Organization Name is a Global Search
input box. This search capability is highly versatile, enabling users to perform
searches across all data within the Investigation Hub for the current case. This
encompasses acquisition and triage data, as well as any imported data and findings
identified by DRONE, ensuring a comprehensive and integrated approach to
investigations.

The Activity Feed enhances team collaboration and transparency by logging
actions taken by investigators. This includes creating exclusions, findings, flags,
comments, and notes. Each entry includes user identification and timestamp
information to ensure a comprehensive audit trail.

All activities are labeled and linked to their corresponding individual activity by

simply clicking on them. In the example below, we can see how the user has filtered
to 'Only me', showing all activity with the newest first:
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A Activities (Usert Onlyme v = ?) X
Yesterday All v
. i Unread
o tim.thorne@binaly ' Added
Mar 25,14:39 « New F Exclusions
Windows = Device Eve
Imports
Last month Flags
Marked as finding
o tim.thorne@binaly reated
Mar 11, 15:21 Comments
* Al Assets Mentioned Me
i i Notes
. tim.thorne@binaly reated
Mar 11, 08:18
T AllAssets Sort by newest v
i i Sort by oldest
tim.thorne@binaly eleted
Mar 10, 18:52
* All Assets

tim.thorne@binalyze.com
Mar 10, 18:52
« All Assets

tim.thorne@binalyze.com
Mar 10, 18:52
» All Assets

tim.thorne@binalyze.com
Mar 10, 18:35

« All Assets
tim.thorne@binalyze.com
Mar 10, 18:35

» All Assets

tim.thorne@binalyze.com
Mar 10, 18:35
« All Assets

(® Exclusion Rule Deleted

® Exclusion Rule Deleted

(& Exclusion Rule Created

() Exclusion Rule Created

® Exclusion Rule Created

Using the Investigation Hub: Activity Filters

Notifications are accessed via the bell notifications icon, which displays a count

(up to 99) of the unread messages.

To the right of the Notifications icon is the name of the Organizational environment

in which the user is working. From this link, users can access the Organization

Settings, change their organization, or add a new one.

Towards the right side of Activities, users have the option to modify time zone
settings for all timestamps within the hub, should the need arise.

2. Secondary Menu
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dll Compromised ORG -

= DayOne '
Findings

w Pashboard Global Filters
..-! Reports .

Findings 77,415 MITRE | A
E Exclusions 62,761
= > Evidence a = (] Flags

U

Using the Investigation Hub: Secondary Menu

At the top of the Secondary Menu, the name of the current case (e.g., 'DayOne' in
this example) is prominently displayed. From here, users can choose the view to
display in the main viewing window of the Investigation Hub, selecting from:

Dashboard

Reports
* Findings

Exclusions

Evidence

() Live Import Progress

As seen below, the Secondary Menu shows 'live import progress' directly next to the
case title. This provides immediate visibility into active tasks without requiring a
refresh or switching views.

When hovering over the data import icon, users will now see a clear visual status:
e A green tick indicates that the import has successfully completed.

e A spinning circle of dots signifies that the import is still in progress.
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The data import process is still in progress. Some data is still being
added, which may take some time.

DayOne . .
Findings
- Drashboard
Asels i Ta
Reporte MITRE | ATT&CK
- Findings
Cases £
Exclusions 41,047
m [[] Fiags Finding Ty}
Libraries w Evidence Q =

et

Using the Investigation Hub: Data import still in progress

All data has been successfully imperted. The investigation data is up

to date.
Harme 1
Onboarding Case
Dashboard | & Import
) Dashboard
Assels
Reports .
& . Overview
Findings 4,825
Cases
Exclusions 0 Assets Evi
m
Libsraries w Evidence Q = 2 9

Using the Investigation Hub: Data imports are up-to-date

The bottom half of the Secondary Menu is dedicated to applying Global Filters to
the current case, enhancing the ability to narrow down the displayed information.

Users can filter by:

* Asset

* Finding Type

* Flag

* Dates and Times

e Creator
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These filtering options, combined with the logical AND switch, enable users to
customize and refine the display to show only the most relevant items based on
multiple selected criteria. This structured approach helps streamline navigation and

improve the efficiency of the investigative process in the Investigation Hub.

fl Compromised ORG ~ Q rch in Investigation Hub ,¢ Fleet Quick Start I:] 29+ >
u ;
—_ 2 Investigation Hus - Findings A Activities  (UTC/GMT +00:00)
Findings
(.]
(G\ulml Filters  Assets ~»  Evidence Category ~  Finding Type ~  Finding CreatedBy ~ MITRE v Flag ~  Date&Time w Apply  Clear Filte )
L] :
MITRE | ATT&CK' Tactics 13 Techniques &7 Findings 70,227 ¥ MITRE Heatmap ~
Advanced Filters ) Reload & Export B
= O  Fiags Findin.. Asset Platform Finding Path Evidence Category
Q (Al ~ (Al - =} Q Q
O | High o Win10-002 Windows Rule: Havoc_demon, (author: Binalyze DFIR Lab) CAwindows\Templinvoice.exe MITRE ATT&CK
3 O | High _ RichardBurton Windows Rule: Power_pe_injection, (author: Benjamin DELEY [gentilkiwll) ~ C:\Usars|lab\Downloadslmimi MITRE ATTACK
Wil O 1 | High o Win10-002 Windows Known hacker toal name: mimikatz Microsaft-Windows-Windows Device Event Records
O | High 2 Winl0-002 Windows Rule: Havoc_demon, (author: Binalyze DFIR Lab) CAwindows\Templinvoice.exe MITRE ATT&CK
™

Using the Investigation Hub: Global Filters

Global Filters in Investigation Hub

Global Filters are positioned at the top of the Investigation Hub, directly below the
section title. This placement ensures they remain visible and readily accessible
across all views.

These filters allow users to refine data in the tables below by criteria such as
Assets, Evidence Category, Finding Type, MITRE mapping, Flags, and Date & Time.
The Evidence Category filter enables more targeted investigation by isolating
specific types of evidence. Filter selections persist across Investigation Hub views
for seamless navigation and analysis.

3. The Dashboard and Widgets

The Dashboard provides investigators with a high-level overview of their case,
highlighting key issues and investigative opportunities. It features dynamic widgets
that automatically update as new evidence and artifacts are added, ensuring that
investigators have the most current information at their disposal.
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2%
Inwestigation Hub
Dashboard [ &, Import Evidence H [ Generate Report H I, Export Flags
Overview All Linux Windows macOSs
Assets Evidence Categories Total Evidence

12 216 670,709

Using the Investigation Hub: Overview
The action buttons on the Dashboard page enable three key activities:

1. Import .csv or .pst Files: Add these files directly to your case.
2. Generate Reports: Access the report generation wizard.

3. Export Flags to .csv: Export all flagged items, including bookmarks.

Additionally, the Overview widget allows for filtering by operating system, giving
you a quick overview of key statistics for the case.
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Finding Type All Drone Users

10 High

155 Low

11 Matched

5 Displaying all finding counts categorized by severity level

Using the Investigation Hub: Finding Type

The Finding Type widget on the dashboard categorizes and filters findings as
either DRONE automated, user-generated, or both. This widget simplifies the review
process by presenting findings according to their severity levels:

* Red: Indicates High severity
* Orange: Denotes Medium severity
* Blue: Represents Low severity

* Dark Orange: Signifies Matched (keyword/Triage hit)

Each item within the widget is clickable, and the filtered results are displayed on the
Findings page.

DRONE Finding Types
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* High: Flags threats that pose immediate and significant risks, demanding urgent
action to prevent or mitigate severe impacts. Example: An IS process executing
cmd.exe oOr powershell.exe , which could indicate a web shell.

* Medium: Targets activities that deviate from expected norms and could be
indicative of potential threats, suggesting a need for deeper scrutiny. Example:
A running unsigned process located in a temporary folder, or the use of known
hacking tools, such as "mimikatz."

* Low: Identifies less critical but still unusual activities that could benefit from
further investigation to clarify their nature and intent. Example: System-level
processes initiated by non-privileged users, or processes operating from non-
existent directories.

* Matched: Involves confirmed matches to predefined security rules, keywords,
hashes, or patterns within the analyzed data, signaling recognized threat
indicators. Example: A detected scheduled task named "MalwareTask*" that
aligns with a user-defined keyword "MalwareTask*".

The MITRE ATT&CK widget provides an invaluable overview by displaying how
many findings within a case have been mapped to various Tactic and Techniques
from the MITRE ATT&CK framework. This framework is a globally recognized
knowledge base of adversary tactics and techniques based on real-world
observations. It is used extensively for threat modeling and cybersecurity defense.

By incorporating the MITRE ATT&CK widget into the dashboard, investigators can
quickly identify patterns and methods used in cyber attacks, facilitating a deeper
understanding of the threat landscape. This visibility enables users to align their
defense strategies more accurately with the tactics and techniques that adversaries
are most likely to use, improving the effectiveness of their security measures. The
widget's ability to display the distribution of findings across different categories not
only helps pinpoint vulnerabilities but also aids in prioritizing responses to the most
critical threats based on observed patterns of attack.
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Top Assets Breakdown

= winio-002
3 Johncabot s 5}
2 oescrop-ueorn S s
= Wint0-003 @

32 Displaying the breakdown of top assets based on finding types and their respective counts

Using the Investigation Hub: Top Assets Breakdown

The Top Asset Breakdown widget highlights the most significant assets within the
current case, emphasizing those with the most severe issues. This feature provides
a clear and concise view of critical vulnerabilities, helping investigators prioritize
their response efforts based on the urgency and impact of the identified problems.
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Flags

Type Total Flags

6 613

Color MName Count
elif test 334
@ cookmark 260
P ARr234 10
Flag 1 8
test 1
[ ] elifdemao 0

Using the Investigation Hub: Flags

The "Flags" widget provides a comprehensive overview of all flagged items, each
accompanied by its respective count. This widget enables users to customize flags,
allowing them to modify both the name and color of each flag to suit their specific
needs.

The default "Bookmark" flag is pre-established and cannot be edited. Additional
custom flags, once created, are stored and listed within the library for easy access.

*Note: Flags are configured at the Organization level, so they are not just case-
specific. Therefore, any edits or deletions to flags will have a global effect for the
Organization and are only permitted for users with Case Management privileges.
This ensures consistent flagging practices across all cases, preserving the integrity
of the flagging system.
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4. Evidence

Under the heading "Evidence," all evidence items collected as part of a tasking,
even those with a null return, will be displayed.

A count will be displayed next to each evidence item to indicate the number of
associated Findings. For example, in the screenshot below, there are 14 high-
priority Findings for Persistence>Scheduled Tasks, 3 medium-priority Findings for
Persistence>Registry, and other items are shown with counts but have no Findings
associated. This feature helps to identify and prioritize areas of interest within the
evidence quickly.

Triage results and Imported evidence items are also displayed in this Evidence
section.

Within the Secondary Menu, users have the flexibility to dynamically include or
exclude case assets, including imported evidence like .pst or .csv files. Assets are
categorized either by the operating system or by the name of the imported
evidence for ease of management. In the example above, the Windows asset called
RichardBurton has been deselected so none of the evidence from this asset will be
displayed in any of the Findings views.
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4= Back to Case Details

DayOne

v Evidence Q =

~ Windows

+ Persistence

Registry
Registry Arguments 103
Scheduled Tasks 14

Scheduled Tasks Arguments 439

Services 15,996
Services Arguments 17
WMI Command Line 8

Using the Investigation Hub: Scheduled Tasks has 14 Findings

* Other Evidence is a category for items that are Findings without a dedicated
entry in the Investigation Hub.

o All findings without a specific category will be grouped under 'Other
Evidence'. This ensures that every finding is allocated an evidence record
within a category, allowing the total count of findings on the Investigation
dashboard to accurately match the number shown in the evidence list.
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Dashboard Inwestigation Hub
Findings 3,587 Dashboard [ &, Import Evidence ] [ [} Generate Report ] E
Exclusions 5,958
~ Evidence e = Overview
Q
Asczets Evidence Categories

= Import Status
< Windows 1 4 1 49
System Info 155
¥ Acquisition
Finding Type Al DROME Users
» Triage

¥ Imported Evidence

103 High
I,rz Other Evidence _‘\
Davice Event Records 2,643 ;
Wit o6 46'1 77K 38,801 Low
NIt Csv 12 208 Matched

Mitre Atk Ck Fs
Mitre Attack & Displaying all finding counts categorized by severity level
k_ Windows Event Logs j

Reparts

Using the Investigation Hub: Other Evidence

5. The Findings and Evidence Results Tables

Within the Secondary Menu, Findings are categorized and displayed alongside a

count for each evidence type where applicable. The severity of each Finding is
color-coded for quick identification:

¢ Red: Indicates High severity
* Orange: Denotes Medium severity
* Blue: Represents Low severity

* Pink: Signifies Matched (keyword hit)

This system allows for an immediate visual assessment of the evidence's priority
level.
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Under the Evidence subheading section, the secondary menu will display all
evidence items collected as part of a task, even if a null return has occurred. In the
example below, we can see that the Hide Empty Pages filter has been activated.

Exclusions 5 App Compat Cache
v Evidence Q = App Compat Cache
ap — :
= Advanced Filters
Hide Empty Pagas
Flags Finding ... 1 Asset Key Path Hash Entry Name
@ Import Status )
Q (24 - a Q Q
~ Windows | Matched @ RichardBurton SYSTEM\ControlSet00T\Contr... @ 94795(dB89366601bd6CeB4T1M2 ControlSetdo
v Acquisition | matched ) RichardBurtan SYSTEM\ControlSet001Cantr. @ co5B5d9628043510e1d9218500 ControlSetdd
w Event Transcript | matched [ RichardBurton SYSTEM\ControlSet001\Contr. @ 61c0810a23580cf492a6badf76: ControlSet0l1
Inventory Application | Matched O RichardBurton SYSTEM\ControlSet001\Contr... ControlSet0o1
Installed Applications 1964 | Matched ) RichardBurton SYSTEM\ContralSet001\Contr... @ 84795{dB9366801bdce647 112 ControlSeto0
v Network | matched  RichardBurton SYSTEM\ControlSet001\Contr. © cc5B5d9629043510e1d9219500 ControlSetoon
Network Adapters g7 | Matched D RichardBurton SYSTEM'\ControlSet001\Contr... @ 61c0810a23580cf492a6badf76! ControlSetd0l
v Registry | Matched 2 RichardBurton SYSTEM\ControlSet001\Contr. ControlSetoo
App Compat Cache 325 | Matched ) RichardBurton SYSTEM\ControlSet001\Contr. © 947951dBITG6E01bABCEBAT1HZ ControlSetd
App Paths 2,945 | Matched O RichardBurton SYSTEM\ControlSet001\Contr. © co5B5d9620043610e1d9218500 ControlSetdd
Map Network Drive MRU &5 | Matehed [ RichardBurton SYSTEM\ControlSet001\Contr @ 61c0810223580¢1482a6ba4f76¢ ControlSetoo1
2 GRS | Matched O RichardBurton  SYSTEMA\ControlSetod1\Gontr. ControlSet001
Assets 13 | Matchad 1 _.lohniahat SYSTEMContralSetnN1iCantr CantralSatnng
» Findmg TyPE @ Hidden data 319 out of 121,354 dala are hidden because aof the filtering
> Flag
Details Flag
~ Date&Time
Air 1d 15630 Key Path SYSTEM\ControlSet001\Control
Anytime \Session

Manager\AppCompatCache

Anytime Position 367 Path C:\Users\lab\Downloads\mimika

tz_trunk\Win32\mimikatz.exe

Using the Investigation Hub: Viewing App Compat Cache

In the screenshot shown above, the acquired evidence from the App Compat Cache
has been highlighted for focused viewing. As a result, the main viewing area is
exclusively dedicated to displaying all the evidence gathered from the App Compat
Cache. In this particular example, one 'Matched' item has been singled out, and its
comprehensive details are presented in the section below in the 'Details' tab.

It's essential to note that in this scenario, the table has been sorted by the findings
column to order the view by the severity of the findings. Additionally, users have the
flexibility to rearrange and resize columns according to their preferences.
Furthermore, users can customize which columns are visible in the table using the
Column Chooser feature, which is available on all pages with tables within the
Investigation Hub.
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= Advanced Filters ¥) Reload M Expert B
Flags Finding Type  Asset Evidence Category Date Tactics Techniques
Q, A - Q,
I | High O ubuntu-linux-22-04-de_ wabshell { April 2024 3
| Laow o GLINOLAK10BE windows_event_logs Sun Mon Tue Wed Thu FAd Sat
1 : 3 4 £ [
| Low O GLINOLAK10B6 windows_event_logs - 2 i
7B 8 1 11 12 13 ? :
| Low 2 GLINOLAK10BB windows_event_logs
14 15 16 17 18 19 20 L 4
| Low o GLINOLAK10BG app_compat_cache 21 22 23 24 25 [26] 27 .
| Low 2 GLINOLAK10B6 windows_event logs 2 20 a0
_ 16 . @21
| Low O GLINOLAK10BG ann_comoat_cacha
& Hidden data 2 out of 186 dala are hidden because of the filtering ol
Today OK Cancel go
Vertical
Details
Rule Name webshell_php_by_string_k Mamespace default Author Arnim Rupp

nown_webshell

Using the Investigation Hub: Navigation

The Evidence section displays both triage results and imported evidence items,
offering comprehensive insight into gathered data.

Highlighted in the above screenshot, additional table functionality enhances user
interaction and data management:

* Flag Column: This column displays flagged items and allows filtering and
sorting by flag status.

* Magnifying Glass Icon: Offers extensive filtering and searching capabilities with
options such as Contains, Does Not Contain, Starts With, Ends With, Equals, and
more, allowing precise control over the displayed data.

* Dockable Details Pane: Users can choose to dock this pane on the right side or
at the bottom of the window. Clicking the icon toggles the Details pane's
orientation from vertical to horizontal and vice versa, adapting to user
preference and screen layout.

* Filtered Items Reminder: A helpful reminder of the currently applied filters,
ensuring users are aware of the viewing context.

* Date & Time Picker: Allows users to narrow down evidence to specific time
periods, facilitating focused analysis.

* Relative time filtering: In addition to absolute date and time selection, the
Investigation Hub supports relative time filtering. Analysts can quickly apply
dynamic ranges, such as “Last 5 minutes,” “Last 7 days,” or “Next 30 minutes,”
by clicking on (blue) timestamps within tables. This flexible, context-aware
filtering is especially useful for timeline analysis and reviewing live evidence.
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* Created By Column: In the Findings table, the Created By column indicates
whether DRONE or a user generated the finding.

Evidence Category

v

MITRE ATTRCK

MITRE ATTRCK

Device Event Records

MITRE ATT&CK

MITRE ATTRCK

‘Wmi Command Line

Prefetch Parsed

Device Event Records

‘Windows Event Logs

Autoruns Scheduled Tasks

‘Windows Event Logs

Using the Investigation Hub: Relative time filtering

Date

o,

2023y

2023y

Cisco XDR Forensics Knowledge Base

10{21 20:30:05

0119 12:19:53

Tactics

Defense Evasion + 1

Credential Access

4

1

.

Before this time

fram

Quick Filters

Meaarby (+/-)

After this time

Seconds

At this time

2023.011913:19:52 to 2023.0119 13:19:54

v,

1000

Page 1 of 78 (77415 items) 1

of 78

»

¢ Highlight to search: This allows users to highlight text in the Investigation Hub

tables, as shown below, right-click on the selection, select the magnifying
glass that appears, and then choose to "Search in Findings table, Search in
the Investigation Hub, Search in Google, or Search in Virus Total.

Path

a Q

/

Syetem/EventLog G006 I0:113550

C\Users\ Tookit

Systerm/EventLog G006 10:116465

Path

o

Search in 'Findings' table

Search in Investigation Hub

Search in Google

Search in Virus Tota

Using the Investigation Hub: Right-click on selected data in the table to be presented with

search options
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Fullscreen Evidence Tables: Users can view evidence tables in full-screen mode,
ideal for large datasets with multiple columns and rows. This feature maximizes
screen space, allowing easier navigation and analysis of complex data without the
need for scrolling or resizing. To exit full-screen mode, simply click the Exit
Fullscreen icon.

Using the Investigation Hub: Fullscreen Evidence Table Icon

Sticky Column Headings: The selection and position of columns will remain saved
in your browser across all XDR Forensics sessions unless you clear your browser
cookies. This ensures that your preferred layout and data organization remain
consistent, enhancing both efficiency and the user experience.

Advanced Filters *3 Reload T, Export E
( Flags Finding Type Evidence Category Path Date ) Column Chooser X
Q (s ] QL Q.
I |Low User Folders CUsers\Toolkit zozamz @ Select A )
9 Finding Ty
II | Matched Hashss hashes / 281 neing type
Asset
Medium Windows Event Logs  Systemy/EventLog/G006 1D:113.. 20235071 Platform
| Medium Windows Event Logs  SystemyEventLog/&006 ID:116...  2023/08/0 Finding
Path
| Matched Prefetch Files prefetch_files / 57 20231042 Evidence Category

Medium Windows Event Logs  Systemy/EventLog/G006 10609893 202370419 17:48:

Using the Investigation Hub: Sticky Column Headings & Column Chooser

Flags

The Investigation Hub flagging feature allows users to create custom flags to mark
evidence and findings they deem significant during an investigation. This flagging
functionality can be used to filter by flags and facilitates collaboration with other
investigators, helping to mark items for re-examination or highlighting important
details for potential inclusion in reports.

Users create custom flags by right-clicking on a finding or evidence item, selecting

‘Add/Remove Flag’, and then making a name, description, and color for the flag from
the 11 default options, or clicking the '+' to select your own colour from a palette:
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| High o =\ab\Downloads\mimikatz_trunk'kivi_passwords_yar 20230119 071953
FLAC ®

| High Filab\Downloads\mimikatz_trunk\kivi_passwords.yar 2023/01/19 07:19:53

Add/Remove Flag > | Bookmark
| High sftEdgelipdats 20230119 07:42:34

Edit Finding Check these 1st
| High oft-Windows-Windows Defender'OperationalMicrosoft-Windows-Wind... 202310521 081718

Add Note > caonsider for FP
| High . sft-Windows-Windows Defender/Operational/Microzoft-Windows-Wind.... 202310721 15:53:35

Exclude critcal

G 1-5-91-11 J g 175 7 1007 2301 - 40
| High Comment I Befender disabled USERSAVS-1-5-21-1193714762-3038821821-1754486367 - 100TNSOFTW... 20230119 07-42:34
| High ] JohnCabot Entropy »7.2 USERS\E-1-5-21-1193714762-2032821821-1 754488367 -100MS0FTW...  2023/0119 07:42:34
| Hian [ JohnCabot | Event Records - inv USERS\S-1-5-21-1193714762-2038621821-1754486367- 100 SOFTW...  2023/01/19 07:42:34
| High evet id 4625 s\ab\Downloadsimimikatz_trunk\kiwi_passwords.yar
| Hah ] RichardBurton Create custom flag 1 ——
| High 1 Win10-002 Windows Event Loges | Microso Name *
| High o Win10-002 Windows Event Logs | Microso I Linked to APT234
I High L Win10-002 Windows Event Logs | Microso -
Description s @) o =
. - e 001 21710/2
Known Bad - re 007 21110424 a o 0
R G B 3
@ 0000
ty Fiel = i r
Cancel + Ok

i_pe_injection, (author: Benjamin DELPY hiigjh

Using the Investigation Hub: Adding a flag to a Finding with a color from the palette

Multiple items can be flagged simultaneously using the Bulk Actions bar:

O InfectedMachine 2022/04/05 00:00:00 2022/04/05 00:00:00 2024/0°
O InfectedMachine 2022/04/05 00:00:00 2022/04/05 00:00:00 2024/0°
O IntestegMachine 2022/04/05 00:00:00 2022/04/05 00:00:00 2024/0°

B

e

Rows Selected

Mark as Finding Add Flag Remove Flag

Using the Investigation Hub: Flagging via the Bulk Action bar

* Hovering over the flag of a flagged item in the table view will reveal:
o The name of the flag
o Who created the flag

o The date & time it was created
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Findings 183 Amcache Device PNP

Exclusions 937
= Advanced Filters

Flagged as Tim by S s

v Evidence Q

Show Evidence with Flags
on 2024/04/30 07:15:10

~ Windows
| Matched D InfectedMachine

System Info 2 ‘ .
| High O InfectedMachine
Acquisiti
v Acquisition D InfectedMachine
Using the Investigation Hub: Hovering over a flag to reveal details

* Flags are saved at the Organization level in Libraries; therefore, they will be
available to all cases created in the same Organization.

e Creating new flags or editing existing flags can be done in Libraries if the user
has Case Management privileges.

* The Bookmark Flag is the only fixed/permanent flag.

* Users can use the advanced filter to include or exclude flagged items in the
Investigation Hub table views, enhancing the ability to focus on prioritized or
highlighted evidence.

Exclusions

XDR Forensics's DRONE capability enhances decision support by leveraging built-in
YARA, Sigma, and osquery rules to quickly identify compromised assets. By
analyzing evidence, DRONE generates Findings that highlight key investigative
opportunities, helping prioritize and streamline investigations efficiently.

During an investigation, users may encounter Findings that are not relevant to their

case. The Investigation Hub allows them to exclude these Findings, helping
investigators stay focused on pertinent information.

Exclusion Methods:

XDR Forensics offers two exclusion methods:
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1. Exclusion Rules - Allows exclusion of a Finding either by its location/path, OR,
regardless of its location, based on the finding itself.

2. Individual Exclusions — This method allows users to manually exclude any
Findings within a case, based on their specific needs or investigation
requirements, without the need to create a rule.

oo o0ooooooo

| Low
| Low
| Low
| Low
| Low
| Low
| Low
| Low
| Low

I Low

Device Event Records

Device Event Records

Windows Defender Malware Detection History Deletion (author: Cian Heasley)

Certificate Private Key Acquired (author: Zach Mathis)

dline activity: wevtutil

zated In Uncommon Location (author: D3F7A5105)

Suspicious Activity Using SeCEdit (author: Janantha Marasinghe)

te Private Key Acquired (author: Zach Mathis)

te Private Key Acquired (author: Zach Mathis)

te Private Key Acquired (author: Zach Mathis)

Device Eve
Device Eve

Add/Remove Flag >
Device Eve

Edit Finding >
Device Eve

Add Note >
Device Eve

Exclude
Device Eve

Exclude by Rule
Device Eve

Comment

Device Event kecoras

dows Service Via Sc.EXE (author: Jakob Weinzettl, oscd.community, Nasre...

ev i1 A ureated In Uncommon Location (author: D3F7A5105)

Using the Investigation Hub: Right-click on a Finding to reveal Exclusions

1. Exclude by Rule

| Low
| Low
| Low
| Low
| Low
| Low
| Low
| Low

| Low

Device Event Records

Device Event Records

Device Event Records

Device Event Records

Device Event Records

Device Event Records

Device Event Records

Device Event Records

Device Event Records

Certificate Private Key Acquired (author: Zach Mathis)

Commandline activity: we'

EVTX Created In Uncomm

Potential Suspicious Activ

Certificate Private Key Acc

Certificate Private Key Acc

Certificate Private Key Acc

Stop Windows Service Via

Add/Remove Flag >
ha Marasinghe)

Edit Finding >
Add Note >
Exclude

Exclude by Rule

, oscd.community, Nasre...
Comment ¥

EVTX Created In Uncommon Location (author: D3F/A5105)

Using the Investigation Hub: The Exclude by Rule option

* Right-click on a Finding and choose "Exclude by Rule" from the context menu.
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Exclusion Rule

Create a rule to automatically exclude findings with similar
patterns in all cases or across multiple cases. You can manage
these rules later in the library.

Exclude by

(®) Path (1)

Microsoft-Windows-Sysmon/Operational/1 1D:134108

Finding (979)
Commandline activity: wevtutil

Scope Collapse

@ Case

DayOne

Organization
Compromised ORG

Target Expand

Exclusion Reason

Using the Investigation Hub: Exclusion Rule

Exclude by: Customize the exclusion based on the path in two ways: On the
specific path, which excludes an item only if found in that particular location, or
based on the finding, which excludes the item regardless of where it is found

on the asset.

Scope: Decide whether to exclude just this case or all cases within the

organization.

Target: Apply the rule to the selected asset, or all assets if applicable.

(Exclusion by hash value is coming soon)

2. Individual Exclusions
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This method allows users to manually exclude any Findings within individual cases,
based on their specific needs or investigation requirements, without the need to
create a rule.

| Low Device Event Records Certificate Private Key Acquired (author: Zach Mathis) 2024/12/1118:14:14

| Low Device Event Records Windows Defender Malware Detection History Deletion (author: Cian Heasley) 2023/04/19 13:41:54
I Low Device Event Records Certificate Private Key Acquired (author: Zach Mathis) 2023/05/12 18:07:22
| Low Device Event Records EVTX Created In Uncommon Location (author: D3F7A5105) ACTIONS 3/02/20 20:41:33

I Low Device Event Records Potential Suspicious Activity Using SeCEdit (author: Jananthz Add/Remove Flag > 5/02/19 13:43:27

| Low Device Event Records Certificate Private Key Acquired (author: Zach Mathis) Edit Finding ’ 3/10/23 20:00:44
. » . . . Add Note >

| Low Device Event Records Certificate Private Key Acquired (author: Zach Mathis) 3/07/15 22:10:15

Exclude
I Low Device Event Records Certificate Private Key Acquired (author: Zach Mathis) 3/10/30 01:51:07

Exclude by Rule
I Low Device Event Records Stop Windows Service Via Sc.EXE (author: Jakob Weinzettl, o 1/09/13 12:35:44

Comment
| Low Device Event Records EVTX Created In Uncommon Location (author: D3F7A5105) 5/02/20 20:42:38

Using the Investigation Hub: The Exclude option

Right-click on a Finding and choose "Exclude" from the context menu.

Exclusion

You are about to exclude 1 finding directly from this case.
These exclusions will only apply to the current case and
will not affect other cases or global settings.

Exclusion Reason
Select a Reason
False Positive
Resolved

Add new exclusion reason

Using the Investigation Hub: Exclusion reason

Users can either select an existing reason for exclusion or create a new one. Any
newly added reason will be saved and included in the list of available exclusion
reasons for future use.

Management and Audibility:
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* All excluded Findings are removed from the Findings table and added to the
Exclusions table (directly below Findings in the Secondary Menu) as shown
below. This feature enables teams to cross-validate and resolve discrepancies

28 Q_ Search
@ € Back to Case Details < Exclusions
bione DayOne
] Exclusions | @ Manage Rules
Dashboard
Assets
Reports
~ = Advanced Filters
L] _—
Findings 87,156
@D - ——
[]  Finding Type Exclusion Types Finding Path
ot
m ) _ Q Q Q
Libraries ~ \ Evidence Q = —
\_\ | Low Individual Certificate Private Key Acquired (author: Zach... Microsoft-Windows-AppMode...
—_— ® Import Status —
\7\ Medium Individual Rule: TeamViewer_remote_access_software_... C:\Program Files\TeamViewer\...
(2] Windows
v C] Medium Individual Rule: Rails_RCE_CVE_2020_8163, (author: Bi... /var/log/apache2/access.log
Integrations
System Info < \:\ I Low Rule Commandline activity: waitfor Microsoft-Windows-PowerSh...
il - -
. v Acquisition ) | Low Rule WMI wmiprvse execution Microsoft-Windows-WMI-Acti...
ctivity —
~ Amcache \:\ I Low Rule Commandline activity: waitfor Microsoft-Windows-PowerSh...
o Amcache Device P... 1 [ | Low Rule WMI wmiprvse execution Microsoft-Windows-WMI-Acti...
7 N—

Using the Investigation Hub: Manage Rules

* At the top of the page, users can click "Manage Rules" to modify or delete
Exclusion Rules. However, individual exclusions cannot be edited—they can
only be deleted. This allows users to refine exclusion settings while maintaining
control over how findings are managed.

) B

Acquisition Profiles 7 Finding Exclusion Rules

Triage Rules

Finding Exclusion Rules
interACT Files 1

Auto Tagging Rules n = Advanced Filters

Finding Exclusion ... 78
Custom Flag Set 7
path C:\WINDOWS\SYSTEM32\MAKECAB.EXE Organization binalyze GLINOLAK10B6 gulin.colak@bi
Apply to all assets
path System/Service Control Manager/7045 ID... Case gulin test findin... GLINOLAK10B gulin.colak@bi
path C:\Windows\system32\makecab.exe Case gulin test findin... All gulin.colak@bi

Using the Investigation Hub: Finding Exclusion Rules
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* |n the Organization Library under "Finding Exclusions Rules," users can
change the scope from Case to Organization, apply exclusions from one asset
to all assets in the organization, or completely delete rules if they have "Case
Management" privileges.

* In the Organization Library, users can also select Exclusion Rules to delete via
the Bulk Action Bar as shown below.

Finding Exclusion Rules

= Advanced Filters

(]
23 path Microsoft-Windows-Windows Defender/Oper... gulin Organization
129 finding Installed application with hidden window ena... aaaaaaaa... Organization
[:] 130 finding Gatekeeper identifier developer is enabled aaaaaaaa... Organization
D 137 path SYSTEM\CurrentControlSet\Services\Lanma... testnew Case
D 412 finding Modifying Crontab (author: Pawel Mazur) Case

2 Rows Selected : X
Delete Exclusion Rule 250 v Page1of 1 (5 items)

Using the Investigation Hub: Bulk Exclusions

Tooltips are provided throughout to guide users in utilizing these customizable
options effectively. After an exclusion is applied, users have a brief opportunity to
undo the operation or close the notification, ensuring that actions are deliberate and
retrievable.

This Exclusions Capability significantly streamlines the investigative process,
allowing investigators to maintain focus on essential evidence while managing
irrelevant data efficiently.

Notes
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1:3 s.//s3.us-east-2.amazonaws.com/gteamsldalien/kacn193qak/Img

1:31 s://s3.us-east-2.amazonaws.com/gteamsldalien/kacn193qgk/lmg
Add/Remove Flag >

3 S s.//s3.us-east-2.amazonaws.com/gteamsldalien/kacn193qak/Img
Edit Finding >

A :3!( Add Note ) N 4 N\ gk/Img

-1:36 1 http | | gk/img

Test notes like this can be added to every
136 1 el | ovidence item qk/img
1:36 1 httg gk/img
. Z
1:36 1 httg gk/img
1:36 1 htte Cancel gk/img
. /
1:36 1 https://s3.us-east-2.amazonaws.com/gteamsldalien/kacn193qgk/Img
1:36 1 https://s3.us-east-2.amazonaws.com/gteamsldalien/kacn193qgk/Img

Using the Investigation Hub: Notes

The Notes feature enhances collaboration by allowing users to attach notes to any
evidence item or Finding, without requiring the item to be bookmarked. These notes
are accessible to the entire team working on the case and are displayed in the
Notes column of the table view.

This feature is handy for enhancing communication within the team, as it allows for
the sharing of insights and observations directly alongside the relevant evidence.
Furthermore, notes can be seamlessly integrated into reports through XDR
Forensics's "Generate Report” feature, which supports the creation of customizable
reports. Additionally, notes can be exported for external use.

Overall, the Notes feature in XDR Forensics 4.13 streamlines case documentation
and enhances the reporting process, making it an essential tool for collaborative
investigations.

User-generated Findings
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In previous versions of XDR Forensics, the decision-support system, including the
automated evidence analyzers known as DRONE, helped users prioritize their
investigative steps. With the release of XDR Forensics 4.13, users now have the
capability to generate their own Findings, enhancing the depth of investigations by
incorporating personal insights, organizational context, or specific investigative

details.
sershgulincolakiap...  IE10-11 & FA-~ Himboes 0
lzg
Finding Type *
za
Add/Remove Flag ) | High _
58 .
( Mark as Finding ) > o
Finding *
*% Add Note >
Known Bad
sarsigulincolak\ap. .. IE 10-11 & E
Path
Date
File Pal
I
MITRE Tactic and Technigque
lype
T1078.002 - Domain Accounts X v
Air Tas
24901912741 Ale Tan Cancel W Ok .

Using the Investigation Hub: Mark as Finding

For instance, from the Evidence page, users can right-click on an item and select
"Mark as Finding" to manually allocate a Finding to it. This process involves several

steps:
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* Selecting a Finding Type: Users choose from pre-defined types such as High,
Medium, Low, or Matched.

* Adding a Description/Label: This provides a clear and concise description or

label for the Finding, facilitating clarity and reference.

* Detailing the Path and Associating with MITRE ATT&CK TTP: Users can

specify the file path and link the Finding to a specific tactic or technique from
the MITRE ATT&CK framework.

* Setting a Date: Users can also include the date when the Finding was identified

or marked.

Findings 50,210
Exclusions 35,307
v Evidence Q =
Hide Empty Pages
© Import Status
~ Windows
System Info 342
~ Acquisition
~ Amcache
Device PNP 1
Driver Binary 44,019

File

Findings

MITRE | ATT&CK'

Flags

Tactics 13

= Advanced Filters

Finding Type  Asset

Q (Al)

Medium 3 JamesCook
| High O JohnCabot
| High O Win10-001
| High ) Win10-003

| Low J HenryStanley

| matched O Win10-002

Techniques 65

Platform

-Q

Windows

Windows

Windows

Windows

Windows

Windows

Findings 29,571

Created By

Q

tim.thorne@binalyze.com
tim.thorne@binalyze.com
tim.thorne@binalyze.com
tim.thorne@binalyze.com
DRONE

DRONE

—_———

1

Finding
Q

File with known 10C connections
Identified bt DFIR lab
TT test finding

Test finding

Windows Update Error (author: frack113)

Keyword hit: invoice.exe - Source: Additional Key...

Using the Investigation Hub: Created By

Tactics

Persistence

Initial Access

Initial Acc... +1

Initial Access

Impact + 1

Upon confirming with "OK", the Finding type is displayed in the "Finding Type"
column within the Evidence page, along with a column indicating who created the
Finding. These user-generated Findings are then added to the "Findings" window,
where they are distinguishable by a "created by" column, which shows whether a
Finding is from DRONE or user-generated, and identifies the creator. This allows for

efficient tracking and searching using the column search functionality.

Additionally, these Findings are reflected in the Dashboard widget, where users can
filter to view "All" findings or specifically search across DRONE or user-generated

Findings using the provided tabs. This new feature in XDR Forensics 4.13

significantly empowers users to tailor their investigative processes with enriched
data and personalized analysis.

6. MITRE ATT&CK
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MITRE

Tactics 13

ATT&CK
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Findings

Technigques 74

Findings 27914

]
A Activities

¥2 MITRE Heatmap

(UTC/GMT +00:00) -

~

MITRE ATT&CK serves as a global resource for adversary tactics and techniques,
guiding threat models and methodologies across industries. Integrated with XDR

Resource Development (247)

Compromise Infrastructure
(102)

Campromise Infrastructire {102}

Develep Capabilities (145)

Malware (145)

im Hiddendata Displaying 13 of 14 tactics as the filtered ones has no technigue

Initial Access (49)

External Remote Services (1)

Exlarnal Remole Sesvicas (1

Drive-by Compromise (1)

Drive-by Compramige {1}

Execution (923)

Scheduled Task/Job (124)

Sehaduled Task [123]

Command and Scripting
Interpreter (683)

PawerShel [210;

Persistence (1,270)

Seheduled Task/Jeb (124)

Secheduled Tack {123}

Account Manipulation (1)

Account Manipulation {1

Display All Tactics

Using the Investigation Hub: MITRE ATT&CK mapping

Forensics, it continuously maps findings to ATT&CK, enhancing detection with up-
to-date YARA rules for loCs and TTPs. DRONE's implementation scans assets and
processes using crafted rules, with automated rule updates in XDR Forensics. You

can read more about DRONE in this blog, 'Automated Compromise Assessment

with DRONE' 7.

MITRE Heatmap

Findings

MITRE

Tactics 13

ATT&CK

Findings

Technigques 74 Findings

zima

]
A Activities

(UTC/GMT +00:00) -

¥2 MITRE Heatmap ~

Resource Development (247)

Compromise Infrastructure
(102)

Campromise Infrastructire {102}

Develep Capabilities (145)

Malware (145]

Initial Access (49)

External Remote Services (1)

Exlarnal Remole Sesvicas (1

Drive-by Compromise (1)

Drive-by Compramige {1}

Execution (923)

Scheduled Task/Job (124)

Sehaduled Task [123]

Command and Scripting
Interpreter (683)

PawerShel [210;

im Hiddendata Displaying 13 of 14 tactics as the filtered ones has no technigue

Using the Investigation Hub

Persistence (1,270)

Seheduled Task/Jeb (124)

Secheduled Tack {123}

Account Manipulation (1)

Account Manipulation {1

Display All Tactics

: Link to the MITRE Heatmap
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The MITRE ATT&CK heatmap is an integrated visual tool within the Findings section
of the Investigation Hub that maps DRONE-generated findings to MITRE ATT&CK
techniques and sub-techniques. It visually indicates which techniques are involved
in the current case, based on the volume of findings, enabling analysts to quickly

assess the breadth and focus of an attack.

Each technique in the heatmap corresponds to a cell, and its color intensity
represents the number of findings mapped to that technique. This allows analysts to
see at a glance which areas of the ATT&CK framework are most heavily implicated

in the investigation.

Execution
]
Ti064 T1569
Ti204 T1053
T1028

T1047

Analytical Value of Heatmaps

Persistence Privilege Escalation
]
Ti1098 T1055
TN36 1548 TI068
T1546
T1053

T1543

Create or Modify System Process

Defense Evasion

TG4

TIE620

Ti222

TIS48

ATT&CK

Credential Access

T1003

T1557

TI649

T

I

T1556

T1558

T1003.001

Ti081

T1M0.00M

T1110.003

Discovery Lataral Movemant
]

T1550 Tio21

TI1S06

Using the Investigation Hub: The MITRE ATT&CK heatmap
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* Immediate Threat Context:
The heatmap adds actionable context by connecting raw findings with attacker
behaviors defined in the MITRE ATT&CK framework. This helps analysts:

o Understand the "how" of the attack (techniques)
o Spot patterns across multiple assets
o Recognize potential blind spots in detection coverage

* Gap Identification:
By visualizing unused or sparsely populated techniques, SOC teams can
identify gaps in evidence collection, detection logic, or attacker behaviors
that have not yet been fully uncovered.

* Investigation Prioritization:
Supports strategic triage by letting analysts focus first on high-volume
techniques associated with high-severity findings.

Configurable Visualization Options

MITRE | ATT&CK

Persistence Privilege Escalation Defense Evasion Credential Access
IS — Hide Empty Techniques

Ti098 T1055 T1064 T1055 T1003 T1556 Hide Sub Technigues
TN36 548 T1068 T1620 T™g? T1557 T1558 [RYFIT NIFER]
T1505 556 T1548 Ti222 T1218 T1649 T1 0 Ti007 T8

T1546 T1547 T1053 T1548 T1558 [ 2 00 3.00 T1049 Ti1068 10 Ti021
T1547 T1052 T1543 T1013 T1564 1t 4 0 05 T1135 TI201 5 T1021
TIMz2 T1543 TS5 T1034 Ti027 T1036 T1003.006 T1003.007 T1087 TN 021.008 T10.
Ti004 T1013 T1037 T1037.001 T2 T1550 T1003.008 Ti1040 T2 TG Ti1051

TS T8 T1037.002 T1037.003 T1070 Ti202 TI056  T1056.001 TINE.C0 T1016.002 T1075

T1023 T1031 T1037.004 TI1037.005 - T1006 T1056.002 TI1056.003 T1040 T1046 T1077

T1034 T1037 T1038 T1044 T1008 T1014 T1056.004  TI1081 T1057 T1063 T1091

Using the Investigation Hub: Configure the Heatmap via this button

To enhance usability and relevance, the heatmap offers several customization
controls:
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* Sort Techniques by Volume:

o Techniques can be sorted in either ascending or descending order by
associated findings.

o Helps in prioritizing analysis — either by focusing on the most prevalent
threats first or identifying less common, potentially stealthier techniques.

* Toggle Empty Techniques:

o Analysts can hide or display techniques with zero associated findings,
reducing visual noise and emphasizing active threat vectors.

* Toggle Sub-techniques:

o Enables a granular view by revealing or hiding sub-techniques under each
parent tactic.

o Supports more precise mapping of attack behavior and facilitates deeper
root cause analysis.

These options are beneficial when navigating investigations that involve high asset
counts or extensive data volumes, allowing teams to zero in on critical patterns
efficiently

7. Details View

To match your viewing preferences and monitor setup, the Details view for selected
evidence items is both dockable and detachable. You can either open a separate,
independent window to display the evidence details or use the icon shown below to
toggle the position of the Details window.

Dockable Evidence Details Window: This feature allows you to toggle the Details
window between a vertical display on the right side of the browser window and a
horizontal display at the bottom. Simply click the icon to switch between these
views.
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Display All Tactics

Details . See Activities [~} »

The Event log service was stopped
medium

windows

windows_event_logs
System/EventLog/G006 ID:113550

2023/07M1216:43:35

Using the Investigation Hub: Hide Empty Fields and the Dockable icon

In the Details window, there may be occasions when some fields are empty. To
minimize clutter from these empty fields, you can use the 'Hide Empty Fields'
feature. This option allows you to clean up the interface by displaying only those
fields that contain information.

Detachable Evidence Details Window: This feature allows users to open evidence
details in a standalone window that can be resized and repositioned anywhere on
the screen(s) for improved clarity. The window maintains its form even when
displaying new evidence items. Clicking on a new row in the table updates the
detached details view to match the newly selected item. This flexibility allows
investigators to compare multiple pieces of evidence side by side, improving the
overall analysis process.

Using the Investigation Hub: Detachable Details Window

Details View Example:
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Details Scheduled Tasks Arguments Flags

Air Id
Enabled
Command Line

File Exists

Digital Sign Status
File Size
Accessed

Entropy

Signature Verified
Last Run Time
Creation Time

Air Task Id

Air Task Assignment Id

32770
1
%ProgramFiles%\Google\Chrome\updater.exe

1

12

9999640
2024/02/22 19:52:02
7.64582598609015
0

2024/02/20 06:59:52

f04d00bf-f97c-4b91-84a7-82cd3763250e

91a2d32e-b27f-42cb-80ef-a02220ac2889

=]
Name GoogleUpdateTaskMachineQC
Status 3
File Path C:\Program Files\Google\Chrome\updater.exe
E—!ash 1ABD447CA6D06381D1F6A298A6E571BS48323]
C3BA91AB49A20C21475F79929EE
Publisher Google LLC
Modified 2023/10/23 19:53:53

Created

Has Signature
Triggers
Author

Air Object Id

Air Endpoint Id

Digital Sign Status As Text

2023/10/23 19:53:53
1

8

2
b83467ed-832e-47d9-8d64-2346c7994af8

Bad Digest

(Fmd'\ng Type

high

Finding Created By

DRONE )

[Note

Remember to allocate this .exe to reverse
engineering team

Using the Investigation Hub: Details View

The screenshot above displays an example of a typical details view of a file

selected in the table view. This particular file is a Scheduled Task entry which has a
DRONE Finding Type 'High'.

The term "Digital Sign Status As Text" refers to the description of the status of a

digital signature in text form. When you encounter "Bad Digest" as the status, it

indicates an issue with the digital signature of a file or document.

Specifically, "Bad Digest" means that the hash value calculated from the

downloaded or retrieved file does not match the hash value used initially when

sighing the document or file. This discrepancy suggests that the file may have been

altered or corrupted after it was signed. Consequently, the integrity of the file is in

question, and it can no longer be trusted as authentic or unmodified from its signed

state. This status is a critical indicator in digital security practices, especially when

verifying the legitimacy and integrity of software downloads and updates.

Searching the hash value revealed in the details window across the Investigation

Hub immediately reveals other Findings associated with this file:
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Findings
MITRE | ATT&CK' Tactics 13 Techniques 62 Findings 29,574
Q, 1A8D447CA6D( = Advanced Filters
Fla... FindingType Asset Finding Tactics Techniques

Q (All vQ
| Low J Win10-001 Author name is empty,Unverified digital signature: Google LLC,Entropy > 7.5 (7.645826),Happened in a super relevant time period: {20...
| Low O Win10-001 Author name is empty,Unverified digital signature: Google LLC,Entropy > 7.5 (7.645826),Happened in a super relevant time period
| High 2 Win10-001 Identifies scheduled tasks masquerading Google Chrome related scheduled tasks Persistence +3 Masquerading + 1
| High © Win10-001 Identifies scheduled tasks masqueraded as legitimate Google related tasks in order to avoid detection. Persistence +3  Masquerading +1

Defense Evasion
Execution

Privilege Escalation

Using the Investigation Hub: Mapped Findings

Now we can see that there are two High Findings that are mapped to MITRE
ATT&CK Tactics and Techniques, as shown.

8. Advanced Filters

The advanced filter save feature boosts efficiency by enabling users to save and
share custom filters within a XDR Forensics organization. This functionality

streamlines data analysis, promotes consistency, and enhances collaboration
throughout the investigative process.
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Advanced Filters  selectFilter v

And +
Finding Type Contains High

Finding Contains DFIR Lab

SAVE FILTER

DFIR Lab High Findingsg]

Save Clear Apply Filter

Using the Investigation Hub: Using the Advanced Filters

The Advanced Filter window remains visible as you build the filter, and you can
reposition it.

Each Advanced Filter is specific to the table in which it is built; for example, an
Advanced Filter you build in Findings will not be available to you in the Browser

Artifact table.

Filters can be saved and then later selected from the drop-down list.
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Advanced Filters  Select Filter e

And  + Test High
USE Insartion/Removal

Security/4534 ID:61335

Clear Apply Filter

Using the Investigation Hub: Accessing saved filters

Add items to Advanced Filters directly from the Details window using the filter icon:

Details See Activities = »

C:AWindows\System32inet.exe

=l
1

4 Mam
find_by_hash

] Tar

] Ty

(LR Add to Filter —

ima 4
AF376759BCBCDTOSF726460FCAATEZBOTFI10FS2EBAAT
FCAAAAATZAFDDBEDFI93E

aign Status

Using the Investigation Hub: Add items directly

Regex Operator Support in Advanced Filters
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The Investigation Hub includes support for regular expression (regex) operators
within the Advanced Filters section. This enables more powerful and flexible data
filtering across cases, triage results, and evidence views.

Advanced Filters  SelectFilter v

And

Finding Type Contains lowes

Al

e

Al

Contains

Does not contain

Starts with

Ends with

Equals

Does not equal

s Matches RegEx (case insensitive)

=% [oes not match RegEx (case insensitive)
s Matches RegEx (case sensitive)

== [oes not match RegEx (case sensitive)

Save Clear Apply Filter

Using the Investigation Hub: Regex support in Advanced Filters

How It Works: Regex filtering is available via the existing Contains filter dropdown,
with the following operator options:

* Doesn't match RegEx (case sensitive)
* Matches RegEx (case sensitive)
* Doesn't match RegEx (case insensitive)

* Matches RegEx (case insensitive)

These options enable you to create highly granular search conditions, which are
ideal for forensic analysts working with variable or loosely structured data inputs.

Example Use Cases

Locate executables matching a naming convention: ~cmd.x.exe$

425



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

Identify registry keys containing GUIDs: [A-Fa-f0-9]{8%- ([A-Fa-f0-9]{4%-)$3}[A-
Fa-f0-9]{12%

Example Use Cases and Syntax Explained:

* Locate executables matching a naming convention
Regex: ~cmd.x\.exe$
Explanation:

o A anchors the match to the start of the string

(¢]

cmd looks for the literal text "cmd"

(e]

.x matches any number of any characters (except newline)

o \.exe matches the literal file extension .exe (Note the backslash escapes
the dot)

°o $ anchors the match to the end of the string
o Use case: Filters for files like cmd.exe , cmd123.exe , Or cmd_tool.exe

* ldentify registry keys containing GUIDs
Regex: [A-Fa-f0-9]{8%-([A-Fa-f0-9]§4%-){3}[A-Fa-f0-9]§12%
Explanation:

o [A-Fa-f0-9]58% matches 8 hexadecimal characters
o - matches a literal hyphen

o ([A-Fa-f0-9]{4%-)$3}% matches three groups of 4 hex characters followed
by a hyphen

o [A-Fa-f0-9]312% matches the final 12 hex characters

o Use case: Matches standard Windows GUIDs like f81d4fae-7dec-11d0-
a765-00a0c91eb6btfb

9. Automatic Report Generation - Wizard

XDR Forensics's automated report generation feature, alongside the Compromise
Assessment Report template, efficiently populates reports with relevant
investigation information, offering pre-built, customizable sections tailored to
different stakeholders and audiences.
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Generating a Report: Users can initiate report generation from the Secondary Menu
under "Reports" or directly from the Dashboard action button using XDR Forensics's
Compromise Assessment report template. The report generation process has been
refined to allow for greater customization and flexibility:

1. Initial Setup and Customization:

Bl < Generate Report
v Windows
<2,000 items for best results. Try 'Flagged Findings' for a better experience. Dismiss
B select Al @ Select Findings (174)
> AG-KKSQLHOSTS
o GLINOLAK10B6 Select Findings Select which findings you want to include in your report
v B Acquisitions
High (1/10) Flagged Findings
gulin test findings Offline Acquisition 001
gulin test findings Offline Acquisition 004 Matched (11/11) All Findings
gulin test findings Offline Acquisition 005 Flagged Findings v
Medium (8/8)
gulin test findings Offline Acquisition 006 Flagged Findings
gulin test findings Offline Acquisition 007 Low (154/154) AIR 234

> B Triages Webshell of note

Done ‘
Apply h

Using the Investigation Hub: Report setup

* Include all findings from the Investigation Hub, encompassing DRONE findings
and user-generated findings, excluding any that have been previously filtered
out.

e Filter which assets and associated tasks to include based on relevance to the
report.

* Apply additional filters by severity of findings and flags to further tailor the
content.

1. Inclusion of Evidence:
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@ Select Evidence (259)

Select Evidence Select which evidence you want to include in your report

= Windows
Browser Artifacts (1/1) All Flagged Evidence
Device PNP (1/75) Item of Note
Downloads (1/1) B All Flagged Evidence
Driver Binary (250/250) elif test
Item of Note

Shortcut (1/1)
M System Info (5/5) All Flagged Evidence

y g9

Using the Investigation Hub: Select Evidence

* Users can choose to incorporate evidence linked to flagged items, enhancing
the report with crucial items of note that may not be categorized as findings.

1. Report Customization:

* Add a company logo to the report, allowing service providers to brand their
reports for clients.

* Name the report and set the date/time to ensure clarity and relevance.

e Select specific sections to include in the report based on the intended
audience, ensuring the content is relevant and tailored to their needs.

Findings 183

Q_ search in "Repo

Exclusions 937

> Evidence Q =

4 minutes ago 4 minutes ago H
22 minutesago 22n| ¢ Edit

il Delete
4 days ago 4da

Using the Investigation Hub: Reports view

Full CA Report for XoN.inc - 202 & America/New_Yo 0
gulin test findings - 2024/04/2¢ & uTtc 1

steakholders - 2024/04/2516:¢ & utc 0
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Final Steps and Editing: Once the report is generated by clicking <Generate
Report>, it remains fully editable within an HTML iframe editor. This flexibility allows
analysts and responders to append additional analysis notes, recommendations,
and other pertinent information as needed.

Post-Creation Options:

* Save: Saves the current HTML version of the report, allowing further
modifications in the future.

e Export PDF: Converts the report into a PDF file for distribution or archiving.

Both HTML and PDF versions of the report can be managed, edited, generated,
exported, and deleted from the "Reports" tab in the Secondary Menu of the
Investigation Hub.

This wizard-driven approach not only simplifies the report generation process but

also provides users with powerful tools to create detailed, customized reports that
meet specific requirements, all within a few clicks.
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Off-Network Responder

How to collect evidence from, or run a triage on an off-network asset and then
import the results into XDR Forensics?

For assets not connected to your network, XDR Forensics enables the creation of a
portable Responder package for running triages and collecting data. This package
also facilitates the use of our live MITRE ATT&CK analyzer along with our post-
acquisition analyzers, enhancing the depth and relevance of the gathered data.

You can transfer this package to the off-network asset using a shareable link, email,
file-sharing services, or by physically taking it to the asset. Once executed on the
asset, the collected data is returned to the XDR Forensics console that generated
the package for comprehensive analysis and reporting via the Investigation Hub.

When the Responder is executed, it creates an evidence container file with a .zip
extension on the offline asset.

(G Up to, but not including XDR Forensics v 4.27.6, all collections were automatically
encrypted. The password generated by the Off-Network Responder is not
predefined or known in advance; it is created programmatically. As a result, this
password is not accessible until the output of your off-network task is uploaded to
the XDR Forensics Console.

With XDR Forensics v 4.27.6+, users can choose to encrypt the collection with a
password during the off-network Responder setup process. When importing the
collection zip file with the additional password back into the console, users will
need to enter this password. Biunzip 7, a small utility we created, is specifically
helpful in this scenario, aiding in the management of multiple off-network
acquisitions during console ingestion.

1. Task Creation

Create an Off-Network Task
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1. Navigate to the "Assets" tab in the XDR Forensics console and click on the
"+Add New" button.

2. Select "Off-Network" to initiate the creation of a task for devices not connected
to the network.

Choose the Task Type

1. In the second stage, select the type of task you want to perform on the Off-
Network asset. You can choose between "Acquisition" and "Triage".

2. For this example, let's proceed with the "Acquire" feature.

< Go Back

Off-Network

Create tasks to run on standalone asset _# 3% Acquire ‘ ‘ @& Triage ]

Import Evidence

Case

B Documentation Import

a Drag files here or click browse to import evidence.
(Supports .ppc and .zip)

Off-Network Responder: Create Task

Select the Asset(s) Operating System

When creating an Off-Network binary, first choose the operating system on which
you plan to execute the binary. If you anticipate needing to use the binary on
multiple operating systems or are unsure which system will be used, consider
generating a package with multiple binaries. This approach ensures that you will
have a binary compatible with all the XDR Forensics-supported operating systems.
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Evidence Acquisition

@ Assets

Connection Type

Online

@ Off-Network

%5 Include Responder Binary

64 Bit
ARM 64 Bit
32 Bit

@& macO0sS

ARM 64 Bit (Apple Silicon)
Intel 64 Bit

@ IBM AIX

PPC64

Define the Task

Cisco XDR Forensics Knowledge Base

Off-Network Responder: Assets

Deselect All

Specify the Task Name (optional) and Acquisition Profile (mandatory).
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Evidence Acquisition X
@ Assets @ Setup
Task Name

Acquisition Profile *

Off-Network Responder: Task Name

Customize Collection Options

Here, you can choose to customize the task options if you need to deviate from

your organizational policy settings.

Evidence Acquisition X

@ Assets @ Setup @ Customization

Customization Options

%5 Save Collected Evidence To Collapse

B Windows [\ Linux @ macos @ IBMAIX

@ Local

Evidence Repository

Path *

Cases
%4 Resource Limits Expand
%4 Compression & Encryption Expand

Off-Network Responder: Setup

Customization - Optional DRONE Analysis
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By default, the DRONE feature is enabled for off-network tasks. However, in the
subsequent step, you have the option to deactivate the MITRE ATT&CK analyzer, as
well as any or all of the post-acquisition analyzers, depending on your specific
requirements.

Evidence Acquisition X
@ Assets @ Setup @ Customization @ Analysis
Analysis

5% DRONE [

Search Keywords X Import Keywords (.txt) ]
v
[l MITRE ATT&CK Analyzer Up todate (9.50)
v Reconnaissance + Resource Develop... ¥ Initial Access v Execution
v Persistence v Privilege Escalation v Defense Evasion v Credential Access
v Discovery v Lateral Movement v Collection ~ Exfiltration

v Command and Co... v Impact

Analyzers Deselect All
= - Generic WebShell Analyzer . Event Records Analyzer
A B Vvunerability Analyzer B  Ransomware Identifier
7
> [  Dynamo Analyzer [  Amcache Analyzer
.’ . Application Analyzer . Browser History Analyzer
. DNS Cache Analyzer . Downloads Analyzer
- Hosts File Analyzer . $MFT Analyzer
. Network Share Analyzer . Powershell History Analyzer
[  rPrefetch Analyzer B Process Analyzer
. Registry Analyzer . Scheduled Task Analyzer
- Windows Services Analyzer . ShellBags Analyzer
. AppCompatCache Analyzer . User Folders Analyzer

Back Share Task Download Task

Off-Network Responder: DRONE
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Download or Share the Responder Binary

You can now download or share the Responder binary you have just created.

You can access the Responder binary by either downloading it directly to your
storage media or by copying the link to share the package.

Your download link is ready

Click here to copy._the link

The Off-Network package will only be available to anyone with the link to download for

Back to editing

24 hours.

Off-Network Responder: Download Link

2. Task Execution

Execute on the Offline Asset
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(@) If you don't want the collection to be saved to the directory from which you launch the
binary, please refer to this page to learn how to set a custom directory for your
collection or triage results.

Run the downloaded Responder binary on the relevant offline asset. In the example
below, we show the downloaded executable file named
‘offnetwork_windows_amd64.exe’ and the UAC window where the user will need to
allow permissions for the XDR Forensics Responder to run.

n Acquisition_240209_075853.zip (evaluation copy)

File Commands Tools Favorites Options Help

ESDmie 00 6=

Add  ExtractTo  Test View Delete Find Wizard Info VirusScan Comment  SFX

T | Acquisition_240209_075853.zip\Acquisition_240209_075853 - ZIP archive, unpacked size 66,303,405 bytes

Name Size Packed Type Modified CRC32

File folder
66,295,624 46,125,594 Application 2/9/2024 7:59 ... 234CF05B

2,157 1,056 MD File 2/9/2024 7:59... A0118840
D Task.dat 5,624 4,253 DATFile 2/9/2024 7:59... A53B2956

Off-Network Responder: The downloaded binary

XDR Forensics will display its progress as seen below and notify the user when the
activity is complete
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&3 C:\Users\lab\AppData\Local\Temp\RarSEXa5872.21393\Acquisition_240209_075853\offnetwork_windows_amdéd.exe

't:\U:ier‘g'-\1ab\&ppnata\Lor,al'\Temp\.Rar-SEXaSSU.ZlZQB'\,-;-cquigitioniz-mzeeieFSBS Cases\20240209110244-HH-Lab-Win10"
g 100% | I
sing 1o0% |
completed 100% |GGG

Created EPPC file: "C:\Users\lab\AppData\lLocal\Temp\Rar$EXa5872.213 quisition_240209_075853\Cases\20240209110244-HH-Lab-Win1@.zip" s

Finished successfully in 2mS9s

oubleshoot \AppData\\Local\\ isition_240209_0
gathered in the * \ 1\\Temp\\Rar$EXa
to contact Binalyze Support.

y key to exit

Off-Network Responder: Progress displayed

Import the Collected Data

1. After the Responder completes its task, it generates an encrypted evidence
container file (.zip extension) in the directory from which it was run or the
directory specified during the Responder generation process.

2. The user needs to copy or transfer the zip file so that it can be seen by and
imported into the XDR Forensics console that generated it.

3. Import the .zip or .ppc file into the XDR Forensics console that created the
binary.
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€ Go Back

Off-Network

Create tasks to run on standalone asset > Acquire ‘ \ @ Triage ‘

Import Evidence

Case

v ® Documentation

“ Drag files here or click browse to import evidence.
(Supports .ppc and .zip)

Off-Network Responder: Import Evidence

4. If the user encrypted the collection with a password during the off-network task
creation, enter the password when prompted during the import process.

438



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

& Go Back

Off-Network

Create tasks to run on standalone asset s¢ Acquire | @& Triage

Import Evidence

Case

TT_Training Lab - B Documentation

Drag files here or click browse to import evidence.
a [Supports ppe and .zip)

3% Task 001

2 Task 002 password123 [

Off-Network Responder: Enter Password

In the example provided above, Task 001 is ready for import and will be
automatically ingested by the console. However, for Task 002, the user must
manually enter a password. This password is the one selected during the

generation of the Responder binary as additional security to that automatically
provided by XDR Forensics.

@ To import collections or triage results back into the XDR Forensics console, you must
use the zip file created by the off-network Responder. This file, which contains
compressed evidence, can only be accessed once it's imported into the XDR
Forensics console that created the off-network Responder.

After clicking the "Import" button, as shown in the example above, the user is
presented with another window, as illustrated below. Here, the decrypted zip file
name is revealed, allowing the user to export the passwords used to unzip the
containers containing the acquired data.
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€ Go Back

Off-Network

Create tasks to run on standalone asset s Acquire | | @& Triage

Import Evidence

Case Total: 2 Files imported

TT_Training Lab b [ Documentation | Export Passwords

wofl M SANS VM test_240513_094743 1File @ View Task Details

w ka3 encrypted_240513_094751 1Fie @ vView Task Details

Off-Network Responder: View Task Details

Clicking the "View Task Details" icon will open the Task Details window. Here, users
can copy the zip password needed to decrypt the container locally.

Task Details x
S ¢ PWbut NO DRONE_230731.101430
z.R & User
Information Assigned Ta
O, Seart = Advanced Filters ) Reload &
Device Mame Status Action

TIMTHORMEEZBC

Compromised OAG

Completed 2 & B

Off-Network Responder: Password Copy

440



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

Review Report on XDR Forensics Console

Once the imported data is decrypted into the console, users review and analyze the
collected data in the XDR Forensics Investigation Hub.

(@) Itis possible to import multiple .zip or .ppc files into XDR Forensics at the same time
via the window shown below, while making use of our bespoke unzipping tool
"biunzip":

biunzip >
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‘biunzip’ is a command-line tool from Cisco specifically designed to extract zip files
generated by the XDR Forensics Off-Network responder.

* You can download the latest release of biunzip from the releases section on
GitHub ~.

* Biunzip will either unzip a single zip file or unzip zip files in a directory using a
CSV file.

* This capability will enable running off-network investigations at scale and speed
with minimal effort.

Below, we walk through the process
1) Download biunzip from GitHub 7.

2) Import off-network zipped files to a machine with XDR Forensics console access
and the biunzip utility:

offnetwork_files = (m] X

@ New T sort = View

< v N > ThisPC > Desktop > offnetwork files > v G Search offnetwork.

A
Name Date modified Type Size
v Quick access

2 20230731160537-Agent-Team-Win11.zip 7/31/2023 4:05 PM Compressed (zipp... 1,574 KB
@ Desktop

s 20230731160759-Agent-Team-Win11.zip 4:08 PM Compres 1,989 KB

i Downloads
2 20230731162151-Agent-Team-Win11.zip 7/31/2023 4:22 PM Compressed (zipp... 1,498 KB
- Documents
PN Pictures
agent
%= Local Disk (C:)
offnetwork_files

test _files

utils
> @ OneDrive
> This PC

> h Network

3items E [m]

biunzip: Imported off-network collected files

3) Import off-network files into XDR Forensics (with acquisition password if the files
are encrypted):
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€ Go Back

Off-Network

Create tasks to run on unnetworked asset

Import Evidence

Organization *

ermanimer

v i Task 001 1File

w !+ Task 002 1File

w i« Task 003 1File

Case *

case_l

Cisco XDR Forensics Knowledge Base

“ Drag and drop or choose a file to import
supported file types (.ppc, .zip)

4) Export the passwords:

biunzip: Import Evidence

+i« Acquire ‘ ‘ Q Triage

3 Files Import
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4 Go Back

Off-Network

Create tasks to run on unnetworked asset

Import Evidence

Organization * Case*

ermanimer - case 1

v i+ task_1.230731.150113 1File
3

v oei+ task_2_230731.150114 1File

v+ task_3_230731.150116 1 File

Cisco XDR Forensics Knowledge Base

+te Acquire | ‘ Q, Triage

Total: 3 Files imported

B Export Passwords

@ View Task Details

@ View Task Details

@ View Task Detalls

Import more Files Go back to Endpoints

biunzip: Export passwords
5) View the exported passwords:
B Off-Network-Zip-Passwords 31072 X + - o x
File  Edit  View o

File Name,File Size,Endpoint Name,Task Name,Task ID,Platform,Zip Password

20230731160537-Agent-Team-Winll.zip,1.61 MB,Agent-Team-Winll,task_1_230731_150113,1c70269a-8bf5-49be-9ccd-7bedfb6673e3,Windows,198fb12fd7c4cbc682c37d9aadbdceaf7f6045ceb78e3ac901cd0aIfO2f98e9

20230731160759-Agent-Team-Win11.zip,2.04 M8,Agent-Team-Winl,task .
20230731162151-Agent-Team-Win11.zip,1.53 M8,Agent-Team-Winl1, task_:

Ln1,Col1

230731_150114,61fbee9c-3387-45d2-879e-332380e0e8a0,Windows , c823d3fc18a4c6b1971d4c23d2c22b30beab7badc719491b6c7211d8dfe7da3l
_230731_150116,d65a74f6-535c-4b83-82a4-c235223eb80e, Windows , 36639b36249ac206120c044bf456f9c6f59010714c44bd51F0e5330a6¢3314%

100% Windows (CRLF) UTF-8

biunzip: View passwords
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6) Run biunzip with the following flags and necessary flag values to unzip off-
network files:

biunzip.exe --dir zip_dir_path --csv cvs_file_path

In this example, zip_dir_path points “C:\Users\roadrunner\Desktop\offnetwork_files"

directory, csv_file_path points “C:\Users\roadrunner\Desktop\Off-Network-Zip-
Passwords_3107231801.csv” file.

Command Prompt

IC:\Users\roadrunner\Downloads>biunzip_windows_amd64.exe --dir "C:\Users\roadrunner\Desktop\offnetwork_files"
Passwords_310

rs\roadrunner top\offnetwork_files\2023073116215 gent-Team-Winll.zip...
\roadrunner top\offnetwork_files\20230731160 gent-Team-Win1l.zip...
unzipping C:\Users\roadrunner\Desktop\offnetwork_files\20230731160 gent-Team-Winll.zip...

--csv "C:\Users\roadrunner\Desktop\off [

C: \Users\roadrunner\Downloads>,

biunzip: CLI example

7) Here we see the unlocked zip files alongside the original locked files:
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. offnetwork_files = m] X
@ New - % (] (=) W N sort v = View - aee
€ > v T > offnetwork files v C 2 Search offnetwork...
~
Name Date modified Type Size
v Quick access
" 20230731160537-Agent-Team-Win11 7/31/2023 6:05 PM File folder
@l Desktop »
. 20230731160759-Agent-Team-Win11 7/31/2023 6:05 PM File folder
4 Downloads  #
" 20230731162151-Agent-Team-Win11 7/31/2023 6:05 PM File folder
5 Documents  #
20230731160537-Agent-Team-Win11.zip 7/31/2023 4:05 PM Compressed (zipp... 1,574KB
PN Pictures »
20230731160759-Agent-Team-Win11.zip 7/31/2023 4:08 PM Compressed (zipp... 1,989 KB
7 agent »

20230731162151-Agent-Team-Win11zip  7/31/2023 4:22 PM Compressed (zipp... 1,498 KB

%= Local Disk (C)
. offnetwork_files
T test files

utils

> @ OneDrive

> [l ThisPC

> ﬁ Network

6items 3 items selected EI ]

biunzip: Unlocked zip files alongside the original locked files
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biunzip password file

* The biunzip tool offers enhanced access to the passwords file, streamlining the

decryption of multiple Off-Network zip files.

¢ The Off-Network Assets passwords file will now always be available at: Asset

Task Details

N K
AR

Information

Assighed Assets

Acquisition_2303122003SS1616_231026_081531

2 User

Assigned To

Completed (1/1)

(name) > Tasks > Details > Information Tab.

+25

Organizations DEV

DRONE Enabled

DRONE Analyzers MITRE ATT&CK Scanner
Options 'Use custom options
CPU Limit 100%

Compression Enabled

Encryption Disabled

Task ID 729371 inem i s e
Created At 6 days ago

Created By (it @binalyze.com
Zip Passwords B Export

biunzip password file: Off-Network Assets passwords file location
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Setting Up a Custom Case Directory

Explains how it is possible to create a custom directory for your off-network
collector

1. Run as Administrator/Root

To modify settings or even to display help options, it's necessary to run the off-
network program with administrator (Windows) or root (Linux/Mac) privileges. This
is essential for accessing certain system directories or modifying system files

2. Using Command Line
Instead of launching the program by double-clicking, open a command terminal as
an administrator and navigate to the directory where the program is located.

3. Setting the Case Directory

You can specify a custom directory for saving case files by using the * --case-
base-dir " flag followed by the path to the desired folder.

For example, if you want to store cases in " D: /Another/Folder ", the command
would look like this: offnetwork_windows_amd64.exe --case-base-dir
D:/Another/Folder

4. Viewing Available Commands
To view all available flags and commands, you can enter the following command:

offnetwork_windows_amdé64.exe --help

This will display all the configuration options available, including the * --case-base-
dir " option which allows you to override the default case file directory.

Additional Information:

&#XNAN;- The * --case-base-dir ~option is supported across all operating systems
that our software supports, making it flexible for various IT environments.

&#XNAN;- There is no need to create a new task file when you want to save to a
different location; simply specify the desired path each time you run the program.
Please note that while the 'ESXi" command is mentioned in the help output, it
pertains to a new feature that might be announced later.
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Policies

Policies are used in XDR Forensics to standardize critical options at the organization
level for the Console, Responders, and Evidence Repositories.

XDR Forensics includes a Default Policy that is read-only and covers all
configuration areas. It cannot be edited and acts as a fallback when no other
policies are assigned or when some settings are missing. This ensures every
acquisition task has a complete configuration, preventing gaps.

Policies in XDR Forensics help standardize critical settings for the Console,
Responders, and Evidence Repositories at the organization level. While the
Default Policy is preconfigured and uneditable, users with the necessary
permissions can view, create, and modify custom policies as needed.

Privileges (5/112)

C policy

User Privileges
w Policy
View Policy
Create Policy
Update Policy
Delete Policy

Override Policy

Policies: In this case the user will have access to all Policy options

To create a new policy, click the "Settings" button in the Main Menu and then select
“Policies” from the Secondary Menu.

When you select the "+Add New" Action Button, you can create the required
policies by configuring the options shown below:
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1. The Policy name.

2. The Organization(s) affected by the policy.

3. The destination for collected evidence by OS platform:
* Local - use the local asset.

* Evidence Repository - use a remote storage location set in Evidence
Repositories 7.

e Path - By default, the path to save evidence locally is: CiscoForensics

* Direct Collection - Enable this switch to collect data while minimizing local
disk space usage. During the upload process, approximately 100MB of
temporary data is stored in the Cases folder, which is automatically deleted
upon completion.

e Automatically Select Volume - Toggle on this switch to allow XDR Forensics
to select the local volume with the most available space.

4. The destination for files collected by interACT:

%z Send files collected by interACT to Collapse

@ Download

Evidence Repository
Policies: interACT repository settings for downloads

5. Asset Resource Limits utilized by XDR Forensics Task Assignments executed by

Responders:
¥4 Resource Limits Collapse
CPU*
A
100
v
The maximum amount of CPU that the AIR Responder will be allowed to consume for a given task
Bandwidth Unit
GiB/s -
Disk Space Unit

& o -

Collects evidence until the specified space on the disk left

Policies: Resource Limitation Settings
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* CPU - We recommend setting CPU usage limits to approximately 40% on active
assets and endpoints to minimize disruptions. Schedule resource-intensive
tasks during off-peak hours and use more lenient triage rules for in-use
systems. Monitor impact and adjust as needed.

* Bandwidth - Bandwidth limitations primarily depend on the network and the
server's constraints. To prevent accidental disruptions to mission-critical
operations, users can configure a bandwidth usage limit.

* Disk Space - Evidence collection on the local asset will continue until the
specified amount of free disk space remains.

6. Compression and encryption settings

25 Compression & Encryption Collapse

[ | Compress Evidence

B | Encrypt Evidence @

Policies: Compression and encryption settings toggled ON

Compression is enabled by default, but users can disable it if preferred. Note that
disabling compression may significantly increase the disk space required for your
collections.

Encrypt Evidence toggled on will require the entry of a password, which will be
needed later to access the collected data. The data will be encrypted with AES256-
bit encryption and stored in a zip archive.

We do not save the passwords you enter, and they cannot be recovered through the
XDR Forensics console. Therefore, please ensure you securely store them yourself.
We strongly recommend using a Password Manager application to manage and
safeguard your passwords.

7. Scan Local Drive Only (Triage)
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Enable this option to limit the YARA scan to the machine's local drives only,
preventing it from scanning mapped network or external drives. This ensures the
scan stays focused on the local system, avoiding unnecessary delays from remote
locations.

%y Scan Local Drives Only (Triage) Collapse
. Scan Local Drives Only

Enalle this option to lNmit the YARA scan to local drives on this machine only. Mapped network drives and external drives will be

excluded from the scan when this option is turned on.

Policies: Scan Local Drive Only (Triage)

8. Isolation IP/Port & Process Allow Lists

The XDR Forensics console enables the isolation of assets 7by terminating all
existing connections to an asset and preventing any new connections. This isolation
feature operates using a kernel-mode driver and does not rely on the Windows
Firewall.

“g Isolation IB/Port Allow List Collapse

I” Port

Add New

%y Isolation Process Allow List Collapse

Platform = Process Name/Binary Path *

Add New

Policies: Isolation IP/Port & Process Allow Lists

In XDR Forensics Policies, the Isolation IP/Port & Process Allow Lists feature
enables users to create custom allow lists that can be applied after an asset has
been isolated by XDR Forensics. This provides more granular control over the
network access and functionality of isolated assets.
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Repository Explorer

Repository Explorer — Centralized Management of Evidence Repositories

The Repository Explorer centralizes access to and management of all data stored in

connected external Evidence Repositories.

Once selected from the Main Menu, the Repository Explorer will reveal a secondary

menu which lists the available repositories and their contents under Global or

Organizational assignments.

Key benefits of this new feature include:

* A ssingle interface to browse and manage repositories.

Download individual files directly from Evidence Repositories to the user's

machine.

Directly upload files into existing repositories using the Upload File action

button.

Import any compatible file in the repository to mount as a ‘disk image asset’
using the new "Import Disk Image" action.

Improved navigation between global and organization-specific repositories
across Azure, AWS S3, SFTP, and SMB.

Using Repository Explorer

New evidence repositories can be added by selecting the Add New action button.

@ &

Assets

Cases

Libraries

Repository Explorer

Integrations

Activity

Evidence Repositories ¢ Azure Blob

Azure Blob [RdEttRtH
~ Global

Azure Blob Advanced Filters
Amazon 53
SFTR

E» DT-Azure-BloB Azure Blob 14 days ago
SMEB

Organizations B> Azure Test Azure Blob & months ago

Repository Explorer: Azure Blob view.

D Reload B

C Craig Guyman 2 menths ago

B Tim Thorne 3 years ago
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Individual evidence repositories are listed in the table view and can be explored by

selecting the link embedded with the repository name.

In the example below, you can see that the Amazon S3 evidence repository has

been selected, and within that blob, an area named 'CMG-Test' is displaying its

contents.
= Evidence Repositories ¢
oF G « Global
Wy Assets Azure Blob
Amazon $3
B cases e I
2 Libraries B

B Organizations
E] Repository Explorer

A Integrations
il Activity

[F] Tasks

Timelines

€ cloud e

CMG-Test

CMG-Test

@ Online | Amazonsa @

All Files ~

[h 20250522222658-John-PC-C-2025-0093.zip

[ 20250802145546-ubuntu-s-2vepu-dgb-nyel-01-C-2025-0102.zip
[ 20250602195155-ubuntu-s-2vepu-4gb-nyel-01-C-2025-0102.zip
[ 20250602200235-ubuntu-s-2vcpu-dgb-nyci1-01-C-2025-0102.zip
[ 20250603130510-ubuntu-s-2vepu-dgb-nycl-01-C-2025-0102.zip
[ 20250803153925-ubuntu-s-2vepu-4gb-nycl-01-C-2025-0102.2ip

[ 20250603173528-ubuntu-s-2vepu-dgb-nycl-01-C-2025-0102 zip

[ binalyze-test.log
[ npe-2008-jean.E01

[ nps-2008-jean.E02

13 days ago

3 days ago

2 days ago

2 days ago

2 days ago

2 days ago

2 days ago

2 days ago

10 months ago

10 months ago

Repository Explorer: Amazon S3 contents

153 GB

8534 MB

19.62 KB

1.33GB

2.05GB

26.36 KB

26.59 KB

478

1.57 GB

1.47 GB

zip

zip

zip

zip

zip

zip

zip

log

EDZ

) Reload 8

Selecting the Action icon next to each item in the repository reveals two options:

e Download: Allows the user to download the selected item to the local machine
on which they are working.

* Import Disk Image: Enables users to import a disk image file into the File
Explorer, where it can be browsed and examined in a mounted state.
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Regasitory Explanar CMG-Test

CMG-Test

[ ] Dnline| Amazon 53 (D

(), Search in 'Files Extension: All Files ~» = Advanced Filters ¥ Reload B
File Marme Modified Size Actions
[ testiog 2 days ago 478 lag
™ nps-2008-jean.E01 10 months ago 1.57 GB EO
[ nps-2008-jean.E02 10 months ago 1.47 GB & Download

& Import Disk Image

Displaying 10 - Cue v e e - vopaf 1 @

Repository Explorer: Actions
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Responder Proxy Support

Problem Statement

The XDR Forensics responder needs to access certain network services to work
properly. If any of these connection requirements are not satisfied, the XDR
Forensics responder may not work properly. XDR Forensics responders use the
network connection provided by the operating system. If some kind of proxy
service is used in the enterprise network, the XDR Forensics responder probably
can not detect the proxy configuration hence can not connect to the required
services and does not work properly.

XDR Forensics Responder Proxy Support

The updated version of XDR Forensics responders automatically detects the proxy
server configuration on the asset and modifies the network connection methods to
access required services. XDR Forensics responders read the proxy configuration

settings where it is located according to the operating system, Windows, Linux and
macOS are supported operating systems.

Minimum network connection requirements and associated definitions are listed
below.

XDR Forensics Responder to XDR Forensics Console
connection requirements

e TCP/IP 80, 443 HTTP/HTTPS , 4222 NATS for Real-Time Task assignments,
443 WebSocket for interACT
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The XDR Forensics responder communicates with the XDR Forensics console over
80 and 443 with HTTP/HTTPS. Therefore, TCP 80,443 HTTP/HTTPs ports and
protocols must be open and accessible. In order for Real-Time task assignments to
work, TCP/IP 4222 port must open and accessible. Similarly, in order for interACT to
work, the WebSocket protocol must be configured over HTTPS.

XDR Forensics Responder to Evidence Repository
connection requirements

If the collected evidence needs to be uploaded to a remote domain, the responder
must be able to access these remote domains via HTTP/HTTPs, SMB, SFTP, FTPS
and Amazon, Azure and Google domains, depending on the configuration
previously defined in the evidence repository. If there is no support on the proxy
server during the connection phase of protocols such as SMB, SFTP, FTPS, the
Direct connection method is tried.

In addition, HTTP/S Proxy connections are made by establishing a Tunnel with the
HTTP Connect method. In addition to HTTP Proxies, SOCKSS5 Proxy type is also
supported.
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Timeline

The Timeline in AIR 5.0+ has been completely redesigned and embedded directly
into the Investigation Hub, providing investigators with a powerful, unified view of
all timestamped evidence. This enhancement eliminates context switching,
accelerates analysis, and enhances collaboration.

See It in Action ~

The new Timeline is only available for cases created in AIR v5 and later. Timelines
generated in earlier versions cannot be migrated or upgraded to this new format.

Key Timeline Features
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* Automatic Event Generation
Every piece of evidence with a timestamp automatically generates a timeline
event. There are no longer restrictions based on asset type or data source.

* Integrated in the Investigation Hub
The Timeline is now a core part of the Investigation Hub, rather than a separate
module. Global filters, case filters, and advanced filters work seamlessly across
all views.

* Advanced Filtering
Analysts can apply both global filters (date ranges, assets, evidence types) and
evidence-specific filters (e.g., IP addresses, paths, user IDs). This allows
precise targeting of relevant events without visual clutter.

* Relative & Nearby Time Filtering
From any timestamp in evidence or findings, analysts can quickly pivot to
surrounding events (e.g., "5 minutes before and after”), making causality and
event sequencing clearer.

* Interactive Timeline Bar
A zoomable timeline bar with density maps highlights periods of activity.
Analysts can navigate quickly, change granularity (hour, day, month, year), and
toggle findings/flags overlays.

* Timeline Table Enhancements
A redesigned event table with infinite scrolling and expandable details lets
analysts flag, annotate, or promote events to findings. All actions are
synchronized across the platform.

* Collaboration Features
Notes, flags, and findings applied in the Timeline are reflected across the entire
Investigation Hub, supporting team-based workflows and ensuring consistent
visibility.

* Export Capability
Timeline tables can be exported to CSV with optional evidence metadata in
JSON, enabling reporting, compliance, and cross-platform analysis.

Using the Timeline
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The Timeline is embedded directly within the Investigation Hub, providing analysts

with a complete, interactive view of all timestamped evidence, unrestricted by asset

type or data source. This walkthrough will guide you through using the new

Timeline effectively in your investigations.

Accessing the Timeline

1. Open any case in the Investigation Hub.

2. Select the Timeline tab from the secondary.

3. The Timeline view loads automatically with:

* Timeline bar (overview of events, zoomable).

* Timeline table (detailed events with metadata).

* No filters, Findings, or Flags will be applied in this initial view.

.
= Day-Oneinvs <% € Home > Coses > DayOneinus > investigaton Hub > Timelim A Activities (UTC/GMT +00:00) ~
Timeline
a
w Dashbosrd Global Filters  Assets v Evidence Category v Finding Type ~  Finding Created By ~  MITRE v Flag v  DateTime v~  Apply  Clear Filters
n Reports
01 May 1913 00:00 01 Aug 2105 00:00 1,792,095 77 54 H Day Month Year &2 A
Findings 3243
=)
095 1,000,000 —
e
800,000
= 1o+
=] |
600,000 g
@ 400,000 (N
 Windows 200,000 H
i
> System Info s 0 i H
May1913 Nov1978 May 1987 Mar1997 Feb2005 Jun2010 May2015 Mar2019 Jun2022 Aug2024 Sep2030 Nov2039 Jun2050 May2050 Nov2068 Jul2076  Jul2085  Jun2095  Oct 2404
 Acquisition
il aquisitior
[} Ilto zoom infout Hold Ctrl and scroll to move the chart left o right Sync with Table Display Findings. Display Flags
) Q @ = Advanced Filters © Reload &, Export B Details v See Activites B >
o (] Flags Finding T... Asset Timestamp Timestamp Type Platform
Q (A1) =Y 8 a (Al v I
> O O Win10-002 2105/08/21 21:43:27 d Windows 1722774
O © JamesCook 2105/08/21 21:43:27 d Windows i
2105-08-21T21:43:27.000Z
O O williamadams 2105/08/21 21:43:27 d Windows
Pl
O O Win10-003 2105/08/2121:43:27 d Windows. windows

Timeline: Initial view

Navigating the Timeline
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* Zooming: The timeline supports several zoom options for flexible navigation:
o Zoom buttons — Switch between Year, Month, Day, or Hour views.

o Drag-to-zoom - When the zoom button (located to the right of the chart) is
active, drag and drop across the chart to define the exact area to focus on.

o Shift + scroll — Hold Shift while scrolling to zoom in or out with finer control.

o Mini-map - Compress or expand the visible area in the mini-map to quickly
adjust the level of detail. This provides immediate visibility into data density
across the timeline, helping analysts effectively explore large time spans
and reduce visual fatigue.

* Cursor sync: Clicking on the bar updates the table; the first row always
matches your selected point.

Timeline Enrichment Options

Below the timeline chart, three toggle switches allow you to customize and enrich
the view:

* Sync with Table - Ensures the evidence table reflects only the focused time
range when zooming, panning, or changing dates on the timeline bar.

* Display Findings — Adds a dedicated chart that highlights findings separately
from other events (area 2 in screenshot below).

* Display Flags - Displays flag icons directly on the main timeline chart (area 1
below), indicating the location of flagged items.

These options help analysts quickly correlate evidence, findings, and flagged
events within the same timeline context.
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Timeline: Enrichment options; 1-Timeline, 2-Findings, 3-Mini-map.

Applying Filters

1. Global filters (e.g., Assets, Evidence Category, Finding Type) apply to the entire

Investigation Hub, including the Timeline.

2. Timeline bar filters refine the visual display via zoom functions.

3. Advanced filters apply at the table level, including evidence-specific fields
(e.g., IP addresses, file paths, user IDs). Constructing filters, whether basic or
complex, is straightforward, as shown below:
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Using Relative Time Filtering

Clicking on a timestamp opens the Filter by Time dialog, which provides quick and
precise options to refine the investigation window:

* Quick Filters: Instantly narrow results to events that occurred before, after, or at
the selected timestamp.

* Nearby (+/-): Define a time window around the selected timestamp (e.g., +1
second, 5 minutes, =7 days). This helps capture surrounding activity that may
be contextually relevant to the investigation.

* Custom Range Preview: The dialog automatically displays the calculated “from”
and "“to" time boundaries based on your selection.

* Result Options:

o Show results in evidence table — keeps the filtered evidence within the
current table view for immediate analysis.

o Navigate to the Timeline - pivots the same filtered view into the Timeline for
a broader chronological context.

Use Case Example:

If an analyst identifies a suspicious process execution at 75:43:36, they can quickly
pull in all related evidence from one second before to one second after. This makes
it easy to uncover precursor events or immediate follow-on activity without
manually building time-based filters.

This relative filtering approach complements absolute time filters, providing
flexibility for both precision pivoting and contextual timeline exploration.
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Quick Filters

Before this time After this time At this time
MNearby (+/-)

1 ° | Seconds

from 2023.10.23 15:43:36 1o 2023.10.23 15:43:38

Show results in evidence table

®

Mavigate to the Timeline

Cance ¥ Apply

Timeline: Relative Time Filtering

Timeline search box

The search box in the Timeline evidence tables allows analysts to quickly refine
results using keywords, exact phrases, exclusions, and logical operators. You can
combine multiple terms with ' OR' , and exclude terms with a leading minus sign
(e.g., -anonymous ), or search for exact matches using quotation marks (e.g.,

"logon failure" ). This advanced search capability enables more precise filtering
of evidence, allowing investigators to surface only the most relevant events within
large datasets.

Timeline Preferences Panel

The timeline bar includes several layout and display options to help analysts tailor
the view to their investigation. You can switch between bar and line chart modes,
show or hide empty ranges to create a more compact timeline, and toggle the
cursor for precise navigation. These preferences make it easier to adapt the
visualization for complex investigations or when working with large volumes of
evidence.
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Timeline: Preferences Panel

Show Timeline Events

* Within the Investigation Hub, selecting an evidence item in the evidence table
opens the Details panel. Here, the Show Timeline Events option reveals all
timestamps associated with that item. For example, if the artifact includes a Last
Modified, Start Time, and End Time, each of these values will be displayed in
this view, and these additional timestamps can themselves be subjected to
further relative timestamp filtering.
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Details See Activities o > Details ~ See Activities () b

la) Last Modified
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Timeline: Show Timeline Events

Flags, Findings, and Collaboration

* Use the toggle controls in the Timeline bar to show or hide flagged events and
findings.

* Flag or annotate events directly in the table; all changes synchronize across the
Investigation Hub.

* Findings promoted from Timeline events automatically appear in the Findings
view for team visibility.

Exporting Timeline Data

e Select Export from the Timeline table.
* Choose CSV export with UTC or local time.
* Optionally include detailed evidence metadata in JSON format.

* Use exports for compliance reporting or importing into external systems.
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Timeline (pre version 5.0)

The legacy Timeline (used in AIR versions prior to 5.0) will be removed from the
platform with the release of AIR 5.1, scheduled for mid-September 2025. The
information in the following section is provided temporarily to support customers
during their transition to the new, fully integrated Timeline within the Investigation Hub.
This new version offers a more advanced, comprehensive, and streamlined
experience for timeline analysis.

One-Click Timeline Creation for Swift Collaboration

The traditional way of creating timelines is collecting evidence, parsing it, and
combining the results using CSV files. Time is a critical factor in investigations, and
with the 'One-click' Timeline creation feature, investigators can initiate and
collaborate on timelines with just a click. This not only expedites the process but
also facilitates remote and multi-user collaboration within a single timeline.

XDR Forensics comes to the rescue to solve this problem. You can easily create
timelines for multiple assets in parallel and view the results on a collaborative, web-
based user interface, where you can tag/flag each piece of evidence.

Timelines can be created from a single asset and can be easily enriched using
additional evidence, such as:
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Additional Assets
CSV Files

Milestones

Off-Network Acquisitions

All flagged/tagged evidence is listed in the "Flagged" section, making it easy to
create reports before finalizing an investigation.

Building 'Super-Timelines' on the Fly

Flexibility is at the core of effective investigations. With Timeline Analysis,
investigators can add more assets at any time to an existing timeline, creating what
we like to call 'super-timelines.' This dynamic approach enables the consolidation
of diverse assets into a comprehensive timeline for a holistic view of the
investigation.

Existing and new Timelines can be created by selecting "Timelines" from the Main
Menu.

To create a new Timeline, select the "+Add New" button at the top of the page.

The New "Timeline" then gives you the option to 'Create with selected assets' or
‘Create an empty timeline and add evidence later'

You can now search for and select the assets desired for the Timeline.

Having selected the assets to include in the Timeline, you now have to define the
task by:

—

Giving the Timeline a name.
2. Allocating it to a Case.

3. Selecting a Timezone
4

. Providing a description (Optional)
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Seamless Integration of Offline Assets and CSV
Datasets

Timeline Analysis goes a step further by allowing the import of offline asset
acquisitions or CSV datasets into the same timeline. This ensures that investigators
can amalgamate a wide range of data sources, enriching the investigative process.

XDR Forensics now presents you with three options for adding data to your new
Timeline:

1. Add an asset
2. Add an off-network asset

3. Import a CSV file

imeli <
New Timeline Test New Timeline Test

. New Timeline Test
# Home v Evidence Categories

Wy Assets 2 Windows (0/0) > © mile PEElE lactons | >
&) cases & macOs (0/0) > 0 Asset
Add Evidence X Off-Network

& Libraries

® CSVFile

rome (0/0)

@ Repository Explorer

a- Integrations D \?\ CSV.

Wl Activity

Asset Off-Network CSV File
|j Tasks

Compare: Select the data type to add to the Timeline

Behind the Scenes: Trimmed-Down Evidence
Acquisition

While Timeline Analysis presents a user-friendly interface, it is supported by a
powerful evidence acquisition mechanism behind the scenes. This mechanism
selectively includes 'timestamped evidence,' ensuring a concise and relevant
timeline. By default, this includes:
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All evidence with a timestamp property

* Browsing history

AMCache
SRUM data

Precision Flagging for Enhanced Evidence Management

Timeline Analysis introduces the concept of multiple flags for evidence items.
Investigators can flag items to highlight their significance, and all flagged items are
conveniently listed in the 'Flagged Evidence' section. This section can be filtered,
providing a focused view of critical evidence.

Enrich Timelines with Manually Inserted 'Milestones'

Significant events often mark investigations, and Timeline Analysis acknowledges
this by allowing investigators to manually insert 'milestones'. These milestones
serve as markers for noteworthy occurrences during the investigation.

In conclusion, Timeline Analysis is not just a feature; it's a comprehensive solution
for investigators seeking precision, flexibility, and collaboration in their digital
investigations. With 'One-click' Timeline creation, the ability to build 'super-
timelines,' integration of diverse data sources, manual milestones, streamlined
reporting, and precise flagging, investigators can confidently navigate the
complexities of digital evidence.
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Triage

Threat Hunting at speed and scale

Almost every case starts with one or more leads. If there are too many leads, the
investigator may need to validate each one individually, which is a time-consuming
process. Alternatively, if there are too few leads, investigators lack sufficient
information to continue their case. Neither situation is good for the investigation and
can impact the speed of resolution.

Triage is the process of identifying and prioritizing the evidence that will be
analyzed and evaluated. However, prioritizing this evidence is not a straightforward
or easy job. An Investigator needs lots of data, leads, or experience to do it well. So,
they generally use known attack indicators, referred to as the I0C (Indicator of
Compromise). An indicator of compromise (IoC) in computer forensics is an artifact
observed on a network or in an operating system that, with high confidence,
indicates a computer intrusion.

An investigator or analyst will generally scan all system data or a portion of it to
identify these I0Cs. When they see a match, it typically means that those systems
are related to a specific attack type and need to be investigated first. Investigators
use YARA, osquery, and Sigma rules for these scans. Investigators can define and
scan IOCs by using XDR Forensics's built-in YARA, osquery, and Sigma template
rules or editors.

The XDR Forensics DFIR Suite provides investigators with three different tools for
triage, which, as stated, are YARA, osquery, and Sigma. These tools generally scan
assets to find specific data using I0C (Indicator of Compromise).

(i) YARA (Yet Another Recursive Acronym) is a tool aimed at (but not limited to) helping
malware researchers identify and classify malware samples. With YARA you can
create descriptions of malware families (or whatever you want to describe) based on
textual or binary patterns. Each description, a.k.a. rule, consists of a set of strings and
a boolean expression that determines its logic.
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() Sigma is a generic and open signature format that allows you to describe relevant log
events in a straightforward manner. The rule format is very flexible, easy to write, and
applicable to any type of log file. The primary purpose of this project is to provide a
structured form in which researchers or analysts can describe their developed
detection methods and make them shareable with others. Sigma is to log files what
Snort is to network traffic, and YARA is to files.

(@) osquery, an open-source tool, employs SQL-like queries to extract intricate system
data. It offers cross-platform compatibility, making it ideal for real-time system
monitoring, security analysis, and compliance assessments. Security professionals
often utilize it to detect vulnerabilities, monitor system changes, and ensure
compliance with security standards.

XDR Forensics features a library for YARA, osquery, and Sigma rules, allowing
investigators to develop, validate, and manage their rules directly within the
platform using the built-in editors. These rules can be saved to Libraries > Triage
Rules in XDR Forensics.

Investigators can efficiently conduct threat hunting and scan their assets by
selecting the necessary rules from the library. The Triage process flow, depicted
below, illustrates how organizational policies allow administrators to control XDR
Forensics's functionality and define role-based permissions for specific activities.

Creating a case in XDR Forensics also enables users to centralize all collections,
triage results, and activities related to a specific incident or investigation. This
integration allows the Investigation Hub to dynamically present all information, from
raw evidence to automated DRONE findings, in a unified view.
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Triage: Triage creation and execution flows

() NB: Character limitation for a single triage rule

e To prevent the browser from becoming unresponsive, we have limited the
maximum character count to 350K in a single Triage Rule.

Tagging Triage Rules

Triage rules in the XDR Forensics console can be assigned tags, which help
organize the rules and filter them when required. This feature for triage rules
enables more efficient management and allows for streamlined searches and
improved organization within the console.

When creating or using a Triage Rule, the Ul allows the user to filter existing rules
by their associated Tags.
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Select Triage Rules

= Advanced Filters Clear l 4+ New Rule | % l

Hash with exact...
iy g YARA 3 days ago
v - APT26 2
d Tim 1 playin 50 Out of 1 Items 1 of1
playing
hashset 1
> Elif 1

Hash xxx and si... 2

Hashand size 0

Triage: Tagging Triage Rules

The Triage Rule Library includes Preset Filters in the secondary menu, allowing
users to organize rules hierarchically, also known as 'Nested Tagging'. By
incorporating a colon in their tags, users can structure and categorize rules more
efficiently. For example, the tag "APT26:Tim:hashset" helps organize related rules
under a structured hierarchy, enhancing navigation and accessibility in the library.

Scan Local Drives Only for Triage Tasks

With the Scan Local Drives Only feature, users can improve Yara triage efficiency
by focusing threat hunting and triage scans solely on local drives, excluding remote
external or network drives that often introduce unnecessary data into the
investigation. The attached mounted USB drives should be included as ‘local

drives'.

Key Details:
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* Available for all XDR Forensics-supported operating systems.

¢ Disabled by default, but can be toggled on or off via Settings > Policies > New
Policies > Scan Local Drives Only. This setting can also be modified later.

* |t can also be configured during the customization step when creating triage
tasks via 'Use Custom Options'.

Triage X

@ Asset (1) @ Setup @ Customization

Customization Options

Use options provided in policies

@ Use custom options

%4 Resource Limits Collapse
CPU *
100
The maximum amount of CEJ# that the AIR Responder will be allowed to consume for a given task
%4 Scan Local Drives Only (Triage) Collapse

.: Scan Local Drives Only

Enable this option to limit the YARA scan to local drives on this machine only. Mapped network drives and
external drives will be excluded from the scan when this option is turned on.

Triage: Custom option to scan local drives only

This feature ensures that only relevant data from local drives is collected, reducing
noise and improving the speed and accuracy of investigations.
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Schedule Triage Tasks

This page provides a guide of how users can schedule Triage tasks via the XDR
Forensics API.

XDR Forensics Triage Scheduled Task via API Script by using
crontab

* Move the script file to a directory, such as the /opt directory, as shown below.
mv air-triage-task-via-api.sh /opt/air-triage-task-via-api.sh

* Update the console address and API Token value in the script. You must add the
desired triage rule id values to the "triageRulelds" field.

For example, there are two default rules below; you can change them.
"fireeye-red-team-tools-countermeasures", "fireeye-sunburst-countermeasures”

* Add it as a cronjob by running the command below.

crontab -e

e After running the above command, add the following lines in the editor.

# At 00:00 on Sunday @ @ * * O /opt/air-triage-task.sh
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Triage Rule Templates

Here we provide some YARA, Sigma and osquery rule templates for users to copy

and edit
(4] YARA Templates >
(4] Sigma Templates >

(4] osquery Templates
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Sigma Templates

Selection of Sigma rules for use as guides or templates

* Detection of Sysinternals Usage

description: Detects the usage of Sysinternals Tools
tags:

- attack.t1588.002
logsouzrce:

category: process_creation

product: windows
detection:

selection:

CommandLine|contains:

condition: selection
falsepositives:

- Legitimate use of SysInternals tools

-accepteula’

* LSASS Dump Detection

description: LSASS memory dump creation using operating systems
utilities.
tags:
- attack.credential_access
logsouzce:
category: file_event
product: windows
detection:
selection:
TargetFilename|contains: 'lsass'
TargetFilename|endswith: 'dmp'
condition: selection
fields:
- ComputerName
- TargetFilename
falsepositives:
- Admin activity
level: high

* Suspicious Add Scheduled Task From User AppData Temp
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description: schtasks.exe create suspicious task from user
AppDatal\lLocal\Temp
tags:
- attack.execution
- attack.t1053.005
logsouzrce:
product: windows
category: process_creation

detection:
schtasks:
Image|endswith: '\schtasks.exe'
suspcommand:
CommandLine|contains|all:
- '/Create '
- '"\AppData\Local\Temp'
condition: schtasks and suspcommand
falsepositives:
- Unknown
level: high

* Disable UAC Using Registry

description: Detects Disable User Account Control (UAC) Using Registry
by changing its registry key
HKLM\SOFTWARE\Microsoft\Windows\CurrentVersion\Policies\System\EnableLUA
from 1 to ©
tags:
- attack.privilege_escalation
- attack.defense_evasion
- attack.t1548.002
logsouzrce:
category: registry_set
product: windows
detection:
selection:
EventType: SetValue
TargetObject|contains:
SOFTWARE\Microsoft\Windows\CurrentVersion\Policies\System\EnablelLUA
Details: DWORD (0Ox00000000)
condition: selection
falsepositives:
- Unknown
level: medium

e Windows Defender Service Disabled

479



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

description: Detects disables the Windows Defender service (WinDefend)
via the registry
tags:
- attack.defense_evasion
- attack.t1562.001
logsouzce:
product: windows
category: registry_set

detection:
selection:
EventType: SetValue
TargetObject:

"HKLM\SYSTEM\CurrentControlSet\Services\WinDefend\Start'
Details: 'DWORD (Ox00000004)'
condition: selection
falsepositives:
- Administrator actions
level: high

* PowerShell Get-Clipboard Cmdlet Via CLI

description: Detects usage of the 'Get-Clipboard' cmdlet via CLI.
Adversaries may collect data stored in the clipboard from users copying
information within or between applications.
tags:

- attack.collection

- attack.t1115
logsouzrce:

category: process_creation

product: windows
detection:

selection:

CommandLine|contains: 'Get-Clipboazrd’

condition: selection
falsepositives:

- Unknown
level: medium

e User Account Hidden By Registry
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description: Detect modifications for a specific user in order to
prevent that user from appearing on the logon screen.
tags:
- attack.defense_evasion
- attack.t1564.002
logsouzce:
product: windows
category: registry_set
detection:
selection:
EventType: SetValue
TargetObject|contains: '\SOFTWARE\Microsoft\Windows
NT\CurrentVersion\Winlogon\SpecialAccounts\Userlist\"
TargetObject|endswith: '$'
Details: DWORD (Ox00000000)
condition: selection
falsepositives:
- Unknown
level: high
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YARA Templates

Selection of YARA rules for use as guides or templates

File system only examples:

Find by Name

// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

rule find_by_name

]
meta:
description = "Find files by name."
condition:
file_name == "some-name.exe"
%

Find by Extension

// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

rule find_by_extension

]
meta:
description = "Find files by extension."
condition:
file_extension == "xyz"
ky

Find by Content
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// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

rule find_by_content

]
meta:
description = "Find files containing specific strings."
strings:
$a = "password" wide ascii nocase
condition:
$a
ky
Find by Hash

// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

import "hash"

rule find_by_hash
]

meta:
description = "Find files by hash."

condition:

hash.sha256(0, filesize) ==
"b6800c2cadbfec26c8b8553beee774f4ebab741blad8adcccce79£07062977be"

h

Find by Size
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// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

rule find_by_size

]
meta:
description = "Find files by size."
condition:
filesize < 1MB
%

Find by Size range

// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

rule find_by_size_range

]
meta:
description = "Find files in size range."
condition:
filesize > 100KB and filesize < 500KB
%

Find by Location
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// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

rule find_by_location
]
meta:
description = "Find files in specific location."

condition:
file_path contains "Downloads" // when file path contains a
certain string
or
file_path == "C:\\Windows\\Temp\\svchost.exe" // for exact file
location

§

Find PE (portable executable) files only

// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

rule IsPE
%
meta:
description = "Identifies PE files only based on the header."
condition:

// MZ signature at offset 0 and ...

uintl16(0) == Ox5A4D and

// ... PE signature at offset stored in MZ header at 0Ox3C
uint32(uint32(0x3C)) == Ox00004550

Find PKZIP files only
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// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

rule IsZIP
]
meta:
description = "Identifies ZIP files only based on the header."
condition:

uint32(0) == 0x04034B50

Find by Hash with Size filter

// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

// In order to make yara scan faster, it is always a good practice to
use filters.

// In this case let's say we know that sample is smaller than 1MB and we
want to search the hash.

import "hash"

rule find_by_hash
]
meta:
description = "Find files by hash."

condition:
filesize < 1MB and
hash.sha256(0, filesize) ==
"b6800c2cadbfec26c8h8553heee774f4ebab741blad8adcccce79£07062977be"
%
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Memory/process scan examples:

Find Process by Name

// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

rule find_pzrocess_by_name

1
meta:
description = "Find process by name."
condition:
process_name == "audiodg.exe"
§

Find String in Memory

// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

rule find_string_in_memory

1
meta:
description = "Find process executables containing string."
strings :
$a = "keylogger started" wide ascii nocase
condition :
$a
%

Find Process by Command line
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// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

rule find_pzrocess_by_cmdline

]
meta:
description = "Find string in process command lines."

condition
process_command_line icontains "powershell.exe" // icontains is
for case insensitive

h

Find Malware domain

// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

rule find_malware_domain

]
meta:
description = "Search malware domain in process memory."
strings:
$a = "http://malware-domain.com" wide ascii
condition:
$a
§

Find Byte pattern
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// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

rule find_byte_pattezrn

]
meta:
description = "Search byte pattern process memory."
strings:
$a = { AA BB CC DD EE FF %
condition:
$a
%

Filesystem and memory scan:

Find String

// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

rule find_string

]
meta:
description = "Find containing string."
strings :
$a = "keylogger started" wide ascii nocase
condition :
$a
ky

Find Malware domain
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// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

rule find_malware_domain

1
meta:
description = "Search malware domain."
strings:
$a = "http://malware-domain.com" wide ascii
condition:
$a
$

Find Byte pattern

// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

rule find_byte_pattern

]
meta:
description = "Search byte pattern process memory."
strings:
$a = { AA BB CC DD EE FF %
condition:
$a
%

Find XOR pattern
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// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

rule find_xor_string

]
meta:
description = "Search xor string pattern."
strings:
$xor_string = "This program cannot" xor
condition:
$xor_string
ky

Find Base64 pattern

// Auto-Complete Support:

// Type modulename. followed by a CTRL + SPACE

// Yara documentation:
https://yara.readthedocs.io/en/stable/writingrules.html

rule find_baseb64_string

1
meta:
description = "Search Base64 encoded string pattern.'
strings:
$mimi = "Mimikatz" ascii wide base64 baseb6dwide
condition:
$mimi
$
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osquery Templates

Selection of osquery rules for use as guides or templates

UAC_disabled

-- platform: windows

-- description: Controls UAC. A setting of O indicates that UAC is
disabled.

SELECT *

FROM registry

WHERE
path="HKEY_LOCAL_MACHINE\Software\Microsoft\Windows\CurrentVersion\Polic

ies\System\EnablelLUA' AND data=0;
Windows Update history

-- platform: windows
-- description: List Windows Update history.
select title, datetime(date, 'unixepoch', 'localtime')

from windows_update_history;
Registry Run entries

-- platform: windows
-- description: List startup entries under Run keys.

select *
from registry

where key like
"HKEY_USERS\%\SOFTWARE\Microsoft\Windows\CurrentVersion\Run'

or key like
"HKEY_USERS\%\SOFTWARE\Microsoft\Windows\CurrentVersion\RunOnce"

or key like
"HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\Run%\%" ;

Services that start automatically
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-- platform: windows
-- description: List installed services that start automatically
SELECT name,display_name,user_account,path
FROM services
WHERE start_type = 'AUTO_START'
AND path NOT LIKE 'C:\Windows\system32\svchost.exe -k %';

Unusual Cron entries

-- Unexpected crontab entries
-- references:
-- * https://attack.mitre.org/techniques/T1053/003/ (Scheduled
Task/Job: Cron)
-- * https://github.com/chainguard-dev/osquery-defense-
kit/blob/main/detection/persistence/unexpected-cron-entries.sql
-- false positives:
-- * crontab entries added by the user
-- tags: persistent filesystem state
-- platform: posix
SELECT
*
FROM
crontab
WHERE
command NOT LIKE 'root%run-parts¥%'
AND command NOT LIKE '%freshclamf%'
AND command NOT LIKE '9%clamscan$%'
AND command NOT LIKE '%e2scrub%'
AND command NOT LIKE '%zfs-linux%'
AND command NOT LIKE '$%anacron start%'
AND command NOT LIKE '%/usr/lib/php/sessionclean$'
AND command NOT LIKE 'root command -v debian-sal%'

Launched items not sighed by Apple
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-- description: Find launchd entries which purport to be by Apple, but
point to binaries that are not signed by Apple.
-- references:
-- * https://attack.mitre.org/techniques/T1543/004/ (Create or Modify
System Process: Launch Daemon)
-- * https://posts.specterops.io/hunting-for-bad-apples-part-1-
22ef2b44c0aa
-- * https://github.com/chainguard-dev/osquery-defense-
kit/blob/main/detection/persistence/fake-apple-launchd.sql
-- false positives:
-- * none have been observed
-- platform: darwin
-- tags: persistent launchd state
SELECT
*
FROM
launchd
LEFT JOIN file ON launchd.path = file.path
LEFT JOIN signature ON launchd.program_arguments = signature.path
WHERE
launchd.name LIKE 'com.apple.%'
-- Optimization, assumes SIP
AND file.directory NOT IN (
'/System/Library/LaunchAgents',
'/System/Library/LaunchDaemons',
'/Library/Apple/System/Library/LaunchDaemons',
‘/Library/Apple/System/Library/LaunchAgents'
)
AND launchd.run_at_load = 1
AND signature.authority != 'Software Signing'

Processes running no binary on the disk

-- description: Find processes that are running whose binary has been
deleted from the disk.
SELECT name, path, pid FROM processes WHERE on_disk = 0;

Scheduled Task with Temp path reference
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-- description: List scheduled tasks where Temp directory is contained
in Action path.
SELECT name, action FROM scheduled_tasks WHERE action LIKE '%\Temp\%';

List all local Users

-- description: List all local Users on the system.
select * from users where type = 'local’;

List logged users

-- description: List logged users.
select * from logged_in_users;

List users with Administrative privileges

-- description: List all the users with Administrative privileges.
select users.uid,users.gid,users.username,users.directory from users
JOIN user_groups ON users.uid=user_groups.uid where user_groups.gid=544;

Check the security status of the system

-- description: Check the security status of the system.
select * from windows_security_center;
select * from windows_security_products;

List processes running from CMD (with hash value)

-- description: List processes running from cmd (with a hash value)
select p.name,p.path,p.pid,p.parent,h.md5,pp.path as parentpath from
processes p JOIN hash h on p.path=h.path JOIN processes pp ON
p.parent=pp.pid where pp.path like '%cmd%"';
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Troubleshooting

Understanding MSI Error Code 1618 >

How to gather logs for Troubleshooting >
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Understanding MSI Error Code 1618

This article explains the reasons behind MSI Error Code 1618 and provides practical
steps to resolve it.

Overview

MSI Error Code 1618 is a common issue encountered during software installations
or updates on Windows systems.

This error indicates that another MSI-based installation is already in progress,
which blocks the current installation or update from proceeding. Although this error
can occur while updating or operating the XDR Forensics Responder, it is not
caused by the XDR Forensics Responder software itself.

Why Does This Error Occur?

The error code is related to the Microsoft Windows Installer service. It typically
appears when:

* Another installation is already running in the background (e.g., a Windows
update or another MSI-based installer).

* The Windows Installer service is locked by a pending installation or system
process.

Since this issue originates from the Windows environment, resolving it involves
managing the underlying MSI processes.

Steps to Resolve MSI Error Code 1618

1. Check for Running Installations
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* Manually verify if there are any ongoing installations:
* Open Task Manager (Ctrl + Shift + Esc).

* Look for any processes related to Windows Installer or other installation
programs (e.g., msiexec.exe ).

* End these processes if they are blocking the current installation.\
2. Check for Pending Windows Updates

Sometimes, a pending or ongoing Windows update can cause this error. Follow
these steps:

* Go to Settings > Update & Security > Windows Update.
* Check if there are any updates in progress or requiring a restart to complete.

* Allow the updates to finish or reboot the machine to clear them.
3. Restart the Windows Installer Service

Restarting the Windows Installer service can resolve locked or unresponsive
installer issues:

1. Open the Run dialog box ( Win + R ).
Type services.msc and press Enter.

Locate the Windows Installer service ( msiserver ).

» WD

Right-click and select Restart.

4. Reboot the System

The simplest and most effective first step is to reboot the affected machine.
Rebooting clears any pending installations or processes using the Windows Installer
service.

Additional Notes

You can also refer to Microsoft's official support page for more details:
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https://answers.microsoft.com/en-us/windows/forum/all/error-code-1618-when-
trying-to-install-new/fb4e98b3-59d9-4cfd-916c-215502864bce ~

Need Further Assistance?
If you continue experiencing issues or have additional questions, please contact our

support team: https://www.cisco.com/c/en/us/support/web/tsd-cisco-

worldwide-contacts.html

If you experience this error while updating or operating the XDR Forensics Responder,
it is not caused by the XDR Forensics Responder software itself.
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How to gather logs
for Troubleshooting

The XDR Forensics Console and the XDR Forensics Responder generate the
activities log, errors log, and warnings logs. These logs can be used to investigate
and solve problems both by the users and the XDR Forensics Support Team. The
log files are stored in separate files on the Console and Asset machines.

Investigators and analysts can download these log files either by using the XDR
Forensics Console user interface or by connecting to the console/asset machines
directly (find more details below).

/N Be sure to note that you have the option to collect logs from two locations:
1. The XDR Forensics Console machine and,

2. XDR Forensics responders on your assets

Collecting Responder Log Files >

Collecting Off-Network Responder Log Files >
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Collecting Responder Log Files

XDR Forensics Responder Log Files

XDR Forensics Responder categorizes and stores the log files as nine separate files

as listed below. All associated log records are stored in the related log file.

TACTICAL.Log.txt
TACTICAL.Process.Log.txt
TACTICAL.Error.txt
AIR.Log.txt
AIR.Process.Log.txt
DRONE.log
DRONE.Process.log
WATCHDOG.Process.Log.txt
WATCHDOG.Log.txt

The log files that are generated by XDR Forensics responders are stored under the

directory that is given below.

Windows C:\Program Files\Cisco\Forensics\AIR
Linux Jopt/cisco/forensics/air
macOS [opt/cisco/forensics/air

By using the command line interface

1.

Log in directly or connect remotely to the asset that XDR Forensics responder is
installed on by the appropriate remote device management tool

Browse to the directory which is mentioned above according to the associated
operating system

Download the files or view the contents of the files with relevant tools.

501



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

By using the user interface

1. Select the Assets button on the left of the main console menu
Select the asset from which XDR Forensics responder logs are required

Select 'Logs' from the bottom of the secondary menu

» WD

Click on the 'Collect Logs' icon in the main Assets Logs page

This action creates a Task for collecting logs. After this log retrieval task is finished,
the Task status will be changed to Completed, and it can be downloaded by clicking
the icon on the right side of the green Completed bar. All available log files will be
compressed as a single zip file and can be downloaded.

The Log Retrieval tasks can also be accessed in the Tasks section.
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Collecting Off-Network
Responder Log Files

The Off-Network XDR Forensics responder categorizes and stores log files in two
locations:

1. At the root of the directory from which the XDR Forensics Off-Network
responder is executed.

2. In the 'bin' directory which is also found at the root of the directory from which
the XDR Forensics Off-Network responder is executed.

At the root of the directory from which the XDR Forensics Off-Network responder is
executed, users will find the following log files:

* OFFNETWORK_WINDOWS_AMDG64.Log.txt
* OFFNETWORK_WINDOWS_AMDG64.Process.Log.txt
* troubleshoot-[TIMESTAMP].zip

In the 'bin' directory which is also found at the root of the directory from which the
XDR Forensics Off-Network responderis executed, users will find the following log
files:

* TACTICAL-Legacy.Log.txt
* TACTICAL.Log.txt

* TACTICAL.Process.Log.txt
* TACTICAL.Error.txt

* AIR.Log.txt

* AIR.Process.Log.txt

* DRONE.log.txt

* DRONE.Process.log.txt
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NOTE: With XDR Forensics v4.4 (responder v2.30) and later, the 'troubleshoot-
[TIMESTAMP].zip' will always be generated, even if there have been no errors and this
file will consolidate all of the other log files shown on this page. This is to make it
simple for users to collect and send log files to support if required.
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FAQs

Investigation Hub >
Responder troubleshooting >
How to gather logs for Troubleshooting >
Understanding Port Usage >
How many assets can connect to a single Console instance? >
How to download the collected evidence and artifacts? >
How do | enable SSL on Console? >
Can | use XDR Forensics with EDR/XDR Products? >
Can | integrate XDR Forensics with my SOAR/SIEM? >
Docker & Host System IP Conflict >
Monitoring Responder and Ul API's >
How do | update Responders on assets? >
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Is there a way to move an asset from one Organization or Case to another? >

Creating exclusions/exception rules for Responder on EPP and EDR
Solutions
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How to download the collected
evidence and artifacts?

Introduction

XDR Forensics provides two separate mechanisms for storing collected evidence,
artifacts, and data. The first and default method is to use the local storage of the
asset and the server machines' file system. The second method utilizes remote
network services, which we refer to as Evidence Repositories, including SFTP,
FTPS, SMB, Amazon S3 Buckets, and Azure Blob Storage.

The location of the evidence and artifacts storage is defined in the Policy section of
the XDR Forensics Console. Since the Acquisition tasks are directly bound to these
policies, investigators and analysts can change the type (Local or Evidence
Repository) and path of the collected evidence and artifacts by using the options
fields in the Policy screen.

The exact location and path of the evidence and artifacts can be viewed through
the Evidence URL value, which is located under the Metadata page that is

accessible via a button shown under the Status of the associated Task.

The evidence and artifacts collection and storage flow is summarized as follows.
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1. An Acquisition Task is created on the XDR Forensics Console.

2. The XDR Forensics responder installed on asset machines connects to the XDR
Forensics Console to retrieve the task and task details.

3. The XDR Forensics responder installed on asset machines runs the Acquire
Task on the asset, collecting evidence and artifacts.

4. XDR Forensics responder stores the collected evidence and artifacts according
to the configuration options defined in the Policies section.

a. If the Local option is selected, the collected evidence and artifacts will be
stored in the file system location defined in the configuration options.

&3

Web Console

l[ll][l :

Acquisition
Task
Windows C:\Binalyze\AIR\Cases
%‘ Collect Linux Jopt/binalyzefair/Cases
= and store
C\J " macOS Jopt/binalyze/air/Cases

How to download the collected evidence and artifacts: Fig1

b. If the Evidence Repository option is selected, the collected evidence and
artifacts will be stored in a temporary location on the local file system. Then,
the asset machine directly connects to the remote network service/server
and uploads the evidence and artifacts to the location defined in the
configuration options. All the evidence and artifacts will be deleted from the
asset. The flow is depicted in the picture below.
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Web Console ==

—0— O
FTPS SFTP SMB
Acquisition
Task amazon
S3

Store
Microsoft Azure 10

Collect Q
%ﬁ)

&

How to download the collected evidence and artifacts: Fig2

Download The Evidence and Artifacts from
Local Storage

Two separate methods can be used to download collected evidence and artifacts,
which are stored in the local file system of the asset machines. Investigators and
analysts can use XDR Forensics built-in remote management tool, interACT, or their
favorite remote management tool to connect and download the requested evidence

and artifacts.

The default location of all collected evidence and artifacts are listed below
according to the operating systems. The default location can be changed by editing

the policies.
Windows C:\Cisco\Forensics\AIR\Cases
Linux Jopt/cisco/forensics/air/Cases
macOS Jopt/cisco/forensics/air/Cases
Using interACT
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1. Find the task of interest.
The relevant task can be viewed either by navigating through the Global Tasks
Tab or by selecting the associated assets from the asset listings and then
locating the related task under the asset details page.

2. Locate the exact path of the evidence and artifacts that require downloading.
Click the Metadata button under this Status on the page and view the value of
the Evidence URL. It is also possible to directly copy the value of the Evidence
URL by clicking the copy button, which is located at the beginning of the
Evidence URL line.

3. Connect to the machine using interACT by clicking the interACT button, located
under the asset details page.

4. Navigate to the path provided with the Evidence URL by using the ed command.

5. Download the associated file by using the get command provided by the
interACT.

By Using Remote Management tools

1. Find the task of interest.
The relevant task can be viewed either by navigating through the Global Tasks
Tab or by selecting the associated assets from the asset listings and then
locating the related task under the asset details page.

2. Locate the exact path of the evidence and artifacts that require downloading.
Click the Metadata button under this Status on the page and view the value of
the Evidence URL. It is also possible to directly copy the value of the Evidence
URL by clicking the copy button, which is located at the beginning of the
Evidence URL line.

3. Connect to the asset with your favorite remote management tool. This tool may
vary depending on the operating system installed on the asset. The most
commonly used tools include SSH, Remote Desktop Manager, and VNC, among
others.

4. Navigate to the path provided with the Evidence URL by using the ed command.

5. Download the associated file by using the commands and activities provided by
the remote management tool.

510



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

Download The Evidence and Artifacts from
Evidence Repositories

1. Find the task of interest.
The relevant task can be viewed either by navigating through the Global Tasks
Tab or by selecting the associated assets from the asset listings and then
locating the related task under the asset details page.

2. Download the compressed/encrypted zip file by clicking the Evidence URL
The downloadable link will be created and bonded directly to the Evidence URL.
Click the Metadata button under this Status on the page, and then click on the
Evidence URL to download the zip file, which includes the chosen evidence and
artifacts.
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How to gather logs
for Troubleshooting

The XDR Forensics Console and the XDR Forensics Responder generate the
activities log, errors log, and warnings logs. These logs can be used to investigate
and solve problems both by the users and the Cisco XDR Forensics Support Team.
The log files are stored in separate files on the Console and Asset machines.

Investigators and analysts can download these log files either by using the XDR
Forensics Console user interface or by connecting to the console/asset machines
directly (find more details below).

System Administrators must collect both different log files. Log files are located on:

1. The XDR Forensics Console machine and,

2. XDR Forensics responders on your assets

/\ Be sure to note that you have the option to collect logs from two locations:
1. The XDR Forensics Console machine and,

2. XDR Forensics responders on your assets

Collecting Responder Log Files >

Collecting Off-Network Responder Log Files >
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Collecting Responder Log Files

XDR Forensics Responder Log Files

XDR Forensics Responder categorizes and stores the log files as nine separate files

as listed below. All associated log records are stored in the related log file.

TACTICAL.Log.txt
TACTICAL.Process.Log.txt
TACTICAL.Error.txt
AIR.Log.txt
AIR.Process.Log.txt
DRONE.log
DRONE.Process.log
WATCHDOG.Process.Log.txt
WATCHDOG.Log.txt

The log files that are generated by XDR Forensics responders are stored under the

directory that is given below.

Windows C:\Program Files\Cisco\Forensics\AIR
Linux [opt/cisco/forensics/air
macOS [opt/cisco/forensics/air

By using the command line interface

. Log in directly or connect remotely to the asset that XDR Forensics responder is

installed on by the appropriate remote device management tool

Browse to the directory which is mentioned above according to the associated
operating system

Download the files or view the contents of the files with relevant tools.
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By using the user interface

1. Select the Assets button on the left of the main console menu
Select the asset from which XDR Forensics responder logs are required

Select 'Logs' from the bottom of the secondary menu

» WD

Click on the 'Collect Logs' icon in the main Assets Logs page

This action creates a Task for collecting logs. After this log retrieval task is finished,
the Task status will be changed to Completed, and it can be downloaded by clicking
the icon on the right side of the green Completed bar. All available log files will be
compressed as a single zip file and can be downloaded.

The Log Retrieval tasks can also be accessed in the Tasks section.
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Collecting Off-Network
Responder Log Files

The Cisco Off-Network XDR Forensics responder categorizes and stores log files in
two locations:

1. At the root of the directory from which the XDR Forensics Off-Network
responder is executed.

2. In the 'bin' directory which is also found at the root of the directory from which
the XDR Forensics Off-Network responder is executed.

At the root of the directory from which the XDR Forensics Off-Network responder is
executed, users will find the following log files:

* OFFNETWORK_WINDOWS_AMDG64.Log.txt
* OFFNETWORK_WINDOWS_AMDG64.Process.Log.txt
* troubleshoot-[TIMESTAMP].zip

In the 'bin' directory which is also found at the root of the directory from which the
XDR Forensics Off-Network responders executed, users will find the following log
files:

TACTICAL-Legacy.Log.txt
* TACTICAL.Log.txt

* TACTICAL.Process.Log.txt
* TACTICAL.Error.txt

* AIR.Log.txt

* AIR.Process.Log.txt

* DRONE.log.txt

* DRONE.Process.log.txt
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NOTE: With XDR Forensics v4.4 (responder v2.30) and later, the 'troubleshoot-
[TIMESTAMP].zip' will always be generated, even if there have been no errors and this
file will consolidate all of the other log files shown on this page. This is to make it
simple for users to collect and send log files to support if required.
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Responder troubleshooting

This article explains how to troubleshoot XDR Forensics responder problems.

Installation Problems

Responder installer name contains version information and IP address fields. Make
sure that the MSI installer file name doesn't change and has relevant fields before
installation. You can see an example below:

AlIR.Responder_2.38.7_air-demo.ACME.com_176_9df51c56a73341f4_386_.msi

Post-Installation Problems

Default installation path is "C:\Program Files\Cisco\Forensics\AIR". Check this folder
to ensure it contains the following responder files:

TACTICAL.exe

TACTICAL.Log.txt

Service Problems

XDR Forensics responder uses "XDR Forensics Responder Service". Check this
service from Windows Services Manager and make sure it exists and its state is
“running".

Uninstall Problems
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If system time and date are not set correctly or the necessary permissions are not
set on %temp% and "C:\Windows\Installer" folders, you may encounter "Called
RunScript when not marked in progress"” and/or “Called InstallFinalize when no
install in progress” errors during uninstall process.

First, check the system time/date and make sure it's correct.

Second, check the security properties of %temp% and "C:\Windows\Installer"
folders and make sure that "System" and "Everyone" users have "Full control"
permission over these folders.
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Understanding Port Usage

What ports are used by the platform?

XDR Forensics uses specific ports to manage communication between the XDR
Forensics Console, responders, and other components of the system. Ensuring that
the correct ports are open and configured can prevent connectivity issues and
optimize performance. Below is a breakdown of the key ports used by XDR
Forensics and their purposes.

Key Ports Used in XDR Forensics
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e TCP 443: This is the default port for most XDR Forensics communications,
including:

o XDR Forensics User - Console: Used for users accessing the XDR
Forensics Console.

o Asset - Console: Used by responders on assets to communicate with the
console. This is the default and preferred port, in some cases, users may
wish to switch to 8443:

Console Port )
Use Port 8443 for serving Console

Console will only be accessible over port 8443 while Console will only be accessible over port 8443 while asset Responders are communicating over the default port 443.

asset Responders are communicating over the default
port 443.

Save

Understanding Port Usage: Console Port

o Responder Downloads: The responder download links (on the deploy page)
are accessible via port 443. Using this port ensures consistent download
access, especially in environments where only port 443 is available.

e TCP 8443: This is an alternative port used for user access to the console, as
well as other specific functions, including:

o XDR Forensics User - Console: Optional port for user access to the XDR
Forensics Console.

o Shareable Deploy Page: The shareable page for responder deployment is
available on this port.

o Off-Network Tasks: The download links for tasks that run off-network are
accessible on this port.

o Admin Portal: The administrative portal operates on this port.

o REST API: API calls to the XDR Forensics Console ( api/public/x ) are
handled on this port.

o Azure and Okta SSO: If you're using Azure or Okta Single Sign-On (SSO),
the callback from within the browser should happen over port 8443.

e TCP 4222: This port is used for real-time task pushes to assets. If real-time
communication is needed for task assignment, this port should be enabled.

e TCP/UDP 389 and 636: These ports are optional and used when Active
Directory (AD) integration is enabled:

e 389: For LDAP (Lightweight Directory Access Protocol) communication.

* 636: For LDAPS (LDAP over SSL) communication.
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* TCP/UDP 514: This is the optional port used when Syslog integration is enabled.
Syslog helps in forwarding system logs to a centralized log server.

Recommended Usage

While port 8443 can be used manually for downloading responders and accessing
the console, we strongly recommend using port 443 for the following reasons:

1. Consistency: Port 443 is universally available across most environments and
networks, reducing the risk of connectivity issues.

2. Responder Communication: Responders may not have access to port 8443 in
certain configurations, making port 443 the preferred choice for ensuring
reliable responder-console communication.

Summary of Port Functions:

Port Function

Default for user and responder

TCP 443 o ) .
communication with XDR Forensics Console

Optional for user access, API, and other

TCP 8443 . .
console functionalities

TCP 4222 Enables real-time task pushes to assets
LDAP LDAPS for Active Direct

TCP/UDP 389/636 : ar'1d S for Active Directory
integration

TCP/UDP 514 Syslog port for logging

By ensuring that these ports are correctly configured and open, you can optimize
communication between the XDR Forensics Console and responders, allowing for
seamless operation.
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How many assets can connect
to a single Console instance?

Connecting assets to a single Console Instance

XDR Forensics responders deployed to your assets are passive responders and a
single basic install of the XDR Forensics Console has been tested on networks with
up to 25,000 assets.

XDR Forensics is designed to deal with many more connected assets, so if you are

planning to install XDR Forensics on a bigger network, please reach out to us
https://www.cisco.com/c/en/us/support/web/tsd-cisco-worldwide-contacts.html.

522



9/28/25, 8:36 PM Cisco XDR Forensics Knowledge Base

How do | enable SSL on Console?

Enabling SSL on XDR Forensics

XDR Forensics uses HTTP as its default protocol. You can enable SSL by visiting
Settings > SSL section.

Once Use SSL setting is enabled both Console and Endpoints will start using HTTPS
port as their default protocol.

() Enabling SSL will automatically redirect all HTTP requests to HTTPS.
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Can |l use XDR Forensics
with EDR/XDR Products?

Using XDR Forensics with EDR/XDR Products

The level of forensic information XDR Forensics provides is the biggest
differentiator that separates it from the rest of the crowd. This fact makes XDR
Forensics a perfect candidate for using it side-by-side with an EDR/XDR product.

Here are some EDR/XDR use-case examples:

* Eliminating false positives by providing analysts with XDR Forensics reports,
* |nvestigating pre-cursors,
* Enriching an alert,

* Responding to EDR/XDR alerts automatically.

If you use an EDR/XDR or EPP software along with Cisco, check our
exclusion/exception rules page.
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Can | integrate XDR Forensics
with my SOAR/SIEM?

Integrating XDR Forensics with SOAR/SIEM

XDR Forensics can be triggered by your SIEM/SOAR product without human
intervention. This makes it a perfect match for responding to alerts you receive from
these solutions.

Communication with SIEM products is bi-directional. So, XDR Forensics not only
receives alerts/triggers from your SIEM but also reports the actions it performed
back to it via Syslog Protocol.
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Docker & Host System IP Conflict

Docker uses the default 172.17. 0.0/16 subnet for container networking. If your host
system is in this subnet block, you will experience an IP conflict when the docker
service or a container is started. To avoid IP conflict, you can change the default
docker subnet by modifying the /etc/docker/daemon.json file:

e First, check if /etc/docker/daemon.json exists, if not, create it:
touch /etc/docker/daemon.json

* Modify daemon.json file with a preferred text editor
sudo nano /etc/docker/daemon.json

Paste the following lines:

i "default-address-pools": [ {"base":" 10.10.0.0/16 2 ", K "size":24% ]
%

e Save the file by clicking “ctrl+x" and then clicking “y" and finally pressing the
“enter".

* Restart docker service by executing the following command:
sudo service docker restart

* Check the IP address of the dockerO interface:
ifconfig dockez0

* The output should look like this:
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docker0: flags=4099<UP,BROADCAST,MULTICAST> mtu 1500 inet 10.10.0.1
netmask 255.255.0.0 broadcast 10.10.255.255 ether AA:BB:CC:DD:EE:FF
txqueuelen 0 (Ethernet) RX packets 0 bytes 0 (0.0 B) RX errors 0 dropped O
overruns O frame O TX packets 0 bytes 0 (0.0 B) TX errors O dropped 0 overruns 0
carrier O collisions O
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Monitoring Responder and Ul API's

Responder API

Send a HTTP GET request to https://[XDR
Forensics_SERVER_ADDRESS]/api/app/check

The app check URL doesn't require any authentication.

A successful response would be 200 OK, and the response body will be like this:

"success": true

Ul API

Send a HTTP GET request to https://[XDR
Forensics_SERVER_ADDRESS]:8443/api/app/check

The app check URL doesn't require any authentication.

A successful response would be 200 OK, and the response body will be like this:

"success": true

Note: It is highly recommended to check the response body along with the HTTP
status code for both the responder and the Ul AP!'s.
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How do | update
Responders on assets?

Updating XDR Forensics Responders

The XDR Forensics Responder can be updated in two ways: manually or
automatically and both options can be scheduled. By default, updates are set to be
manual. However, if XDR Forensics Responders on assets maintain a connection to
the console from which they were deployed, they are capable of updating
themselves automatically. Details on both update options are explained below.

Automatic Responder update

Once a Console update is installed, its associated Responders will automatically
receive and execute an update task during their next connection to the updated
console. It's important to note that this automatic update behavior is only active if
the 'Update asset Responders automatically' setting is enabled, as illustrated in the
screenshot below.

Assets

responder Updates

Update asset responders manually (by assigning an upgrade task)

Specify settings related to responders such as .
P L - - P - @ Update asset responders automatically
enable/disable auto-update and deploymeant tokens.

Set time frame

How do | update Responders on assets: Settings

Manual Responder update

If the setting selected is, 'Update asset Responders manually (by assigning an
upgrade task)' the update task can be generated from the individual Asset page:
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You can also manually update Responders by selecting multiple assets. If any of the
selected assets require a Responder update, the option to do so will be available to
the user through the 'More' option in the Bulk Action bar.

Scheduling options for Responder updates

Scheduling options for Responder updates to streamline the process, ensuring that
updates do not delay or disrupt ongoing investigations.

* Scheduled Manual Updates: Users can schedule updates for a specific time for
an individual asset or a group of assets. Setting a new update time for an asset
will override any previously scheduled time for that asset.

* Scheduled Auto Updates: Users can establish a recurring schedule to
automatically check for and apply updates within a designated timeframe.

* The Assets > Settings page allows selection, timezone, times, and days of the
week for the task to be executed.
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Update asset responders manually (by assigning an upgrade task)

@ Update asset responders automatically

Timezone:

Set time frame

Use asset's timezone

@ Select timezone

America/New York (UTC/GMT -04:00) -

Active From

01:00

Active Until

03:00

Days (select at least one option)

Monday
Tuesday
Wednesday

Thursday
Friday
Saturday
Sunday

How do | update Responders on assets: Schedule Responder updates

* Alternatively, assets can be scheduled for responder updates either through the
individual Asset action button or by using the bulk actions bar.

B2 investigation-hub

&

& ubuntu-linux-22-1

Isolate

2.40.1 4 days ago
Add [ Remave Tag
Edit Connection Route

2 ARN A Amvee Aams

& ubuntu

B D @ (%W

B ozanubuntu22

Assets Selected

Update Responder > E‘ﬁ Update Now
Deploy Responder

ff2  Schedule update for later
Uninstall responder

Uninstall responder and purge console data

2.40.0 4 days ago

Delete Asset

- QOut of 20128 Iter

How do | update Responders on assets: Schedule Responder update for later
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How to reset the password
of a user via the CLI?
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Is there a way to move an asset from
one Organization or Case to another?

Moving an asset from one Organization to another is prohibited.

Organization assignment is performed on the installation of the XDR Forensics
responder process, and assets are directly bonded to the associated Organization.
So there is no way to directly move an asset from one Organization to another. If
you want to move an asset from one Organization, you must uninstall the responder
from the asset, and then you must create a new responder deployment package
and must select the Organization you want.

Moving an asset directly from one Case to another is not a valid action.

Actually, assets are not directly attached to Cases. They attach to a Case via a
Task. When the Tasks of the assets are added to the Cases, the assets appear in
the Case. An asset can be included in more than one Case. When you add the
asset's Tasks to different Cases, the asset appears in those Cases. You can add
Tasks to a Case or send a completed Task to other Cases with the "Send to case"
action.

If you remove all the Tasks of the asset from the Case, the asset will be removed.

You can directly remove the asset from the Case. This way, all its Tasks will be
removed from the Case. Then you can add Tasks in interest to any Case you want.
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Creating exclusions/exception
rules for Responder on
EPP and EDR Solutions

It's common for anti-virus, EPP, and EDR (Endpoint Detection and Response)
solutions to utilize exception rules to avoid unintentionally blocking important files
or activities necessary for normal business operations.

These rules act as exclusions, allowing specific files, processes, or activities to
bypass the security software's detection or blocking mechanisms. This is
necessary in cases such as false-positive alerts triggered by (a) a legitimate
application that may resemble malware or (b) a critical system file that is falsely
flagged as malicious by security software.

To ensure proper functionality, the XDR Forensics responder uses distinct
executables for different tasks, all of which must be excluded by associated
security solutions. XDR Forensics offers folder-level exception rules exclusively
for the XDR Forensics responder folder since different security solutions have
varying exception mechanisms. See below for the operating system-specific full
paths to the XDR Forensics responder folders.

Windows

Folders to Exclude:

® (C:\Program Files\Cisco\Forensics\AIR\

® (C:\ProgramData.air

Binaries to Exclude:
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® C:\Program Files\Cisco\Forensics\AIR\\AIR.exe
® (C:\Program Files\Cisco\Forensics\AIR\\DRONE.exe

® (C:\Program Files\Cisco\Forensics\AIR\\Tactical.exe
%ProgramData%.air\WATCHDOG. exe

® C:\Program Files\Cisco\Forensics\AIR\\utils\curl.exe

® C:\Program Files\Cisco\Forensics\AIR\\utils\osqueryi.exe

Linux

Folders to Exclude:

® /Jopt/cisco/forensics/air/air

® Jusr/share/.air/

Binaries to Exclude:

® /opt/cisco/forensics/air/air

® /Jopt/cisco/forensics/air/drone

® /Jopt/cisco/forensics/air/tactical
® /Jopt/cisco/forensics/air/osqueryi
® /Jopt/cisco/forensics/air/curl

® /Jusr/share/.air/watchdog

macOS

Folders to Exclude:

® /Jopt/cisco/forensics/air/

® /Jusr/local/share/.air/
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Binaries to Exclude:

® /Jopt/cisco/forensics/air/air

® /Jopt/cisco/forensics/air/drone

® /Jopt/cisco/forensics/air/tactical

® /Jopt/cisco/forensics/air/utils/osqueryi
® Jopt/cisco/forensics/air/utils/curl

® /usr/share/.air/watchdog
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Anything missing?

Help us shape the future of Enterprise Forensics.
*xYour ideas are important**

Something missing? Tell us about it by clicking the link below!
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